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#### Abstract

Extracting the "trace" from a Cartesian tensor requires working with the whole tensor. Extracting the trace from a symmetrized tensor is shown to allow one to work with separate invariant subspaces (hence yielding more convenient analytical results), and thus, reduces the number of coupled equations to be solved. Symmetrized trace extraction is described for extended symmetrization procedures based respectively on modified Young symmetrizers, Wigner projection operator symmetrizers, and Young symmetrizers. Symmetrized traceless tensors usually need to be further symmetrized to obtain fully symmetrized traceless tensors. Also described is a method where each rank of trace extraction is performed in a separate step and is accompanied by a step of symmetrization. This method yields fully symmetrized traceless tensors and the least coupling of equations.


## 1. INTRODUCTION

Tensors with vanishing mixed variance "traces" [i.e., $\sum_{i j} \delta_{j}^{\delta} T_{i}^{j} \cdots=0$ ] constitute subspaces which are invariant under the full linear group $G L(n, c)$ and its subgroups. ${ }^{1}$ For subgroups of $G L(n, c)$ which possess a metric tensor $G_{i j}\left(G^{i}\right)$ the condition of vanishing mixed variance traces is equivalent to the conditions

$$
\begin{gathered}
\sum_{i j} G_{i j} T^{i j k \cdots}=0 \\
\sum_{i k} G_{i k} T^{i j k}=0, \cdots\left(\sum_{i j} G^{i j} T_{i j k} \cdots=0\right. \\
\left.\sum_{i \kappa} G^{i k} T_{i j k} \cdots=0, \cdots\right)
\end{gathered}
$$

For tensors carrying indices of both a group $H$ and its

[^0]cover group $G$ (such tensors are respectively denoted by Latin and Greek indices) where $H$ has some metric tensor, we can use a vector operator $\left(\sigma_{i}\right)_{\beta}^{\alpha}$ to write
$$
T_{i j k \cdots h \beta}=\sum_{\alpha}\left(\sigma_{i}\right)_{\beta}^{\alpha} T_{j k} \cdots h \alpha
$$

Using the metric tensor to impose a vanishing trace condition among all vector indices $i, j, \cdots, h$ yields in general a nontrivial decomposition into invariant subspaces. ${ }^{2}$
Symmetrization of tensor indices also furnishes invariant subspaces and, for the classical groups, use of both symmetrization and simple trace operations yields irreducible tensors. Although the order of application is arbitrary, the usual approach is to first extract the traces and then symmetrize the traceless

[^1]indices. ${ }^{3.4}$ The extraction of the symmetric (antisymmetric) trace from symmetric (antisymmetric) tensors has also been described. ${ }^{3}$ For such onedimensional representations of the permutation group, the traditional symmetrization procedures provide sufficient state organization. The purpose of this article is to describe symmetrized trace extraction for all representations appearing in an arbitrary rank tensor. We seek to obtain symmetrized trace extractions in a decoupled form, i.e., with no coupling between tensors derived from equivalent (or inequivalent) representations of the permutation group. To achieve this goal we need the state organization provided by extended symmetrization. [Weyl's symmetrization procedure describes each invariant subspace of a tensor with a single formal state and allows all arrangements of all sets of index values. ${ }^{5}$ Extended symmetrization procedures describe each invariant subspace of a tensor with a set of formal states forming a basis representing the permutation group and allow a single arrangement of each set of index values. ${ }^{6}$ ]

The disadvantages of Cartesian tensor trace extractions are that (a) it is necessary to always deal with the whole tensor, (b) to evaluate the traceless components, a number of coupled linear equations must be solved, and (c) cumbrous analytical results are obtained. These features are illustrated by considering the mixed variance tensor $T_{i j l}^{h}$. To obtain the traceless tensor ( $\left.T_{i j k}^{h}\right)^{0}$ it is necessary to solve six coupled linear equations. Using three-dimensional indices the result is

$$
\begin{align*}
\left(T_{i j k}^{h}\right)^{0}=T_{i j k}^{h} & -\delta_{i a, b}^{h} \sum_{a, b}\left(\delta_{b}^{a} / 40\right)\left[3 T_{k a j}^{b}-2 T_{a k j}^{b}-7 T_{j a k}^{b}\right. \\
& \left.+18 T_{a j k}^{b}-7 T_{k j a}^{b}+3 T_{j k a}^{b}\right] \\
& -\delta_{j}^{h} \sum_{a, b}\left(\delta_{b}^{a} / 40\right)\left[-2 T_{k a i}^{b}-7 T_{a i k}^{b}+3 T_{a k i}^{b}\right. \\
& \left.+18 T_{i a k}^{b}+3 T_{k i a}^{b}-7 T_{i k a}^{b}\right] \\
& -\delta_{k}^{h} \sum_{a, b}\left(\delta_{b}^{a} / 40\right)\left[18 T_{i j a}^{b}+3 T_{a i j}^{b}+3 T_{j a i}^{b}\right. \\
& \left.-7 T_{a j i}^{b}-2 T_{j i a}^{b}-7 T_{i a j}^{b}\right], \tag{1.1}
\end{align*}
$$

which has yet to be symmetrized. Using symmetrized trace extractions it is possible completely to decouple these six equations and obtain results in a much more convenient form.

[^2]
## 2. METHOD

For notational convenience the discussion is given in terms of tensors of a single variance and carrying indices of only one group. With appropriate modification the results of this section clearly apply to any of the trace operations described in the Introduction.
The decomposition of a Cartesian tensor into traceless tensors can formally be written ${ }^{7}$

$$
\begin{align*}
& T_{i_{1} \cdots i_{r}}=\left(T_{i_{1} \cdots i_{r}}\right)^{0}+G_{i_{1} i_{2}}\left(T_{i_{3}}^{3 \cdots{ }_{i} i_{r}}\right)^{0} \\
& +G_{i_{1} i_{3}}\left(T_{i_{2} i_{4} \cdots i_{r}}^{24}\right)^{0}+\cdots \\
& +G_{i_{i} i_{r}}\left(T_{i_{2} i_{3} \cdots i_{r-1}}^{23 \cdots r_{-1}}\right)^{0}+G_{i_{2} i_{3}}\left(T_{i_{1} i_{4} \cdots i_{r}}^{14}{ }^{14}+\cdots\right. \\
& +G_{i_{2} i_{r}}\left(T_{i_{1} i_{3} \cdots i_{r-1}}^{13 \cdots-1}\right)^{0}+\cdots \\
& +G_{i_{r-1} i_{r}}\left(T_{i_{1}}^{1 \cdots i_{r-2}}\right)^{1}+G_{i_{1} i_{2}}\left\langle G_{i_{3} i_{4}}\left(T_{i_{5} \cdots i_{r}}^{3 \cdots r_{i}}\right)^{3}\right)^{0} \\
& \left.+G_{i_{i_{5} i_{5}}}\left(T_{i_{9} i_{6} \cdots, i_{r}}^{3 \cdots i_{r}}\right)^{0}+\cdots\right) \\
& +G_{i_{1} i_{3}}\left\langle G_{i_{2} i_{4}}\left(T_{i_{5}}^{24} \cdots i_{r},{ }^{2},{ }^{2}\right)^{0}+\cdots\right\rangle+\cdots \\
& +G_{i_{r-1} i_{r}}\left\langle G_{i_{1} i_{2}}\left(T_{i_{3} \cdots i_{r-2}}^{1 \cdots \cdots-2,3 \cdots-2}\right)^{0}+\cdots .\right\rangle+\cdots . \tag{2.1}
\end{align*}
$$

In the notation $\left(T_{i_{5} \cdots r_{5}}^{\left.3 \cdots{ }_{i} \cdots\right)^{0}}\right.$ the $3 \cdots r$ indicates that this traceless tensor is derived from $T_{i_{3}}^{3 \cdots i_{r}}$, and the $5 \cdots r$ indicates which of the original indices the tensor carries. Thus we may have

$$
\left(T_{i_{3} \cdots i_{r}}^{3 \cdots{ }_{r}}\right)=\left(T_{i_{3} \cdots i_{r}}^{3 \cdots{ }^{3}}\right)^{0}+G_{i_{3} i_{4}}\left(T_{i_{5}}^{3 \cdots i_{r}}{ }^{3}\right)^{0}+\cdots,
$$

This notation is not redundant in actual calculations because indices then take specific values which, due to repeated values, may not unambiguously indicate the indices' origin. A superscript such as $3 \cdots r, 5 \cdots r$ is called a label configuration.
It has been shown that with the extended symmetrization concept, symmetrized tensor bases for $G L(n, c)$ and $G L(n, c)$ subgroups can be obtained using not only Young symmetrizers but also using modified Young symmetrizers or Wigner projection operators $^{8}$ based on the permutation group. These symmetrization procedures are considered separately in the following parts.

## A. An Approach Using Modified Young Symmetrizers

Operating on Eq. (2.1) with $\left(P Q^{\prime}\right)_{j}^{\mu}$ on the left yields

$$
\begin{align*}
& \left(P Q^{\prime}\right)_{j}^{\lambda} T_{i_{1} \cdots i_{r}}=\left(P Q^{\prime}\right)_{j}^{\lambda}\left[\left(T_{i_{1} \cdots i_{r}}\right)^{0}+G_{i_{1} i_{2}}\left(T_{i_{3} \cdots i_{r}}^{3}\right)^{0}\right. \\
& \left.\left.\quad+\cdots \cdot+G_{i_{i_{1} i_{2}}}\left(G_{i_{3} i_{4}}\left(T_{i_{5}}^{3} \cdots r_{i_{r}} \cdots\right)^{2}\right)^{0}+\cdots\right\rangle+\cdots\right] \tag{2.2}
\end{align*}
$$

[^3]Using the permutations $\left\{S_{i j}\right\}_{(a 11 i)}$ relating standard tableaux as $\mathscr{C}_{i}^{\mu}=S_{i j} \mathscr{G}_{j}^{\mu}$, we operate on Eqs. (2.2) to form the set of $N^{\lambda}$ equations (extended symmetrization)

$$
\begin{align*}
& \left\{S_{i j}\left(P Q^{\prime}\right)_{j}^{\hat{j}} T_{i_{1}} \cdots i_{r}\right. \\
& =S_{i j}\left(P Q^{\prime}\right)_{j}^{\lambda}\left[\left(T_{i_{1} \cdots i_{i}}\right)^{0}+G_{i_{1} i_{2}}\left(T_{i_{3}}^{3 \cdots \omega_{i_{r}}}\right)^{0}+\cdots\right. \\
& \left.\left.+G_{i_{1} i_{2}}\left\langle G_{i_{3} i_{4}}\left(T_{i_{5}}^{3 \cdots r_{i}, i_{r} \cdots{ }^{\prime}}\right)^{0}+\cdots\right\rangle+\cdots\right]\right\}_{(\text {alli } i)} . \tag{2.3}
\end{align*}
$$

For any given arrangement of indices $i_{1} \cdots i_{r}$ these components span a subspace irreducibly invariant under $\mathrm{S}_{r}$. Contracting each of Eqs. (2.3) with $G_{i_{1} i_{2}}, G_{i_{1} i_{3}}, \cdots$, and $G_{i_{r-1} i_{r}}$ gives the

$$
[(r-1)+(r-2)+\cdots+(1)] N^{i}
$$

equations. ${ }^{9}$

$$
\begin{align*}
& \left\{\sum_{i i_{2}} G^{i_{1} i_{2}} S_{i j}\left(P Q^{\prime}\right)_{j}^{\lambda} T_{i_{1}} \cdots i_{i}\right. \\
& =\sum_{i_{1} i_{2}} G^{i i_{2}} S_{i j}\left(P Q^{\prime}\right)_{j}^{\lambda}\left[G_{i_{1} i_{2}}\left(T_{i_{3} \cdots i_{r}}^{3 \cdots{ }^{2}}\right)^{0}+\cdots\right. \\
& \left.\left.+G_{i_{12} i_{2}}\left\langle G_{i_{31} i_{4}}\left(T_{i_{r} \cdots i_{r}}^{3 \cdots r_{i} \cdots r}\right)^{0}+\cdots\right\rangle+\cdots\right]\right\}_{(\text {all } i)} \\
& \left\{\sum_{i_{\tau-1} i_{\tau}} G^{i_{r-1} i_{r} S_{i j}}\left(P Q^{\prime}\right)_{j} T_{i_{1} \cdots i_{r}}\right. \\
& =\sum_{i_{r-1} i_{r}} G^{i_{r-1} i^{i} S_{i j}}\left(P Q^{\prime}\right)_{j}^{\lambda}\left[G_{i_{1} i_{2}}\left(T_{i_{3} \cdots i_{r}}^{3 \cdots{ }^{3}}\right)^{0}+\cdots\right. \\
& \left.\left.\left.+G_{i_{12} i_{2}} G_{i_{i_{4}} i_{4}}\left(T_{i_{5}}^{3 \cdots r_{i r}}{ }^{3} \cdots r\right)^{0}+\cdots\right\rangle+\cdots\right]\right\}_{(\text {alli } i)}, \tag{2.4}
\end{align*}
$$

where vanishing traceless terms were dropped. The remaining symmetrized trace equations are obtained by repeating this process, gaining

$$
[(r-1)+(r-2)+\cdots+(1)] N^{2}
$$

additional trace equations each time, until insufficient free indices remain for further contractions. This process enlarges Eqs. (2.4) to Eqs. (2.4) et seq. On the right side of Eqs. (2.3) the tensors having common indices (perhaps rearranged) but different label configurations are collected to form expressions which are identified by their assembly of label configurations. The same expressions appear in Eqs. (2.4) et seq., and these are the symmetrized traceless tensors.

By the full reducibility of $S_{r}$ the invariant subspaces

[^4]do not intersect, so all tensors in Eqs. (2.3) are given as solutions of Eqs. (2.4) et seq. These equations do not couple the trace operations of independent (but possibly equivalent) representations of $\delta_{r}{ }^{10}$ Since all symmetrized traces are obtained by solving Eqs. (2.4) et seq., we see that, associated with representation $\lambda$, there are at most $[(r-1)+(r-2)+\cdots+(1)] N^{2}$ independent symmetrized traces of rank $r-2$, the same number of independent symmetrized traces of rank $r-4$, etc. Each solution of Eqs. (2.4) et seq. belongs to a set of tensors [also solutions of Eqs. (2.4) et seq.] spanning a subspace which is invariant under the group of permutations of traceless indices. Such a subspace (of traceless rank $r^{\prime}$ ) is usually reducible because the symmetry of $S_{\tau}$ often does not coincide with irreducible representation symmetry of $\mathcal{S}_{r^{\prime}} \subset \mathcal{S}_{r}$. The tensors which the final symmetrizations yield are those which we call fully symmetrized traceless tensors.

Rather than initially extracting all ranks of symmetrized traces, we can extract each rank of appropriately symmetrized traces in a separate step. We now explain how this is done. We start as usual ${ }^{11}$ with Eq. (2.1) and arrive at Eqs. (2.4). Previously we used additional metric tensor contractions to get Eqs. (2.4) et seq., which were solved to get symmetrized traceless tensors of rank $r-2, r-4, \cdots$, 1 (or 0 ) and by subtraction we obtain the symmetrized traceless tensors of rank $r$. Instead we now solve Eqs. (2.4) [not Eqs. (2.4) et seq.] for symmetrized tensors of rank $r-2$, which are formally expressed as

$$
T_{r-2}\left[\left(T_{i_{3}}^{\left.3 \cdots r_{i}\right)}{ }^{0}, \cdots, G_{i_{3} i_{4}}\left(T_{i_{5}}^{3 \cdots i_{i_{r}}} \cdots\right)^{0}, \cdots\right],\right.
$$

and are explicitly expressed as

$$
\hat{T}_{r-2}\left[\sum_{i_{1} i_{2}} G_{i_{1} i_{2}} T_{i_{1} \cdots i_{r}}, \sum_{i_{3} i_{4}} i_{3} T_{4} T_{i_{1}} \cdots i_{r}, \cdots\right],
$$

where the brackets indicate (linear) functional dependence here. Thus we have

$$
\left.\left.\begin{array}{l}
\hat{T}_{r-2}\left[\sum_{i_{i i_{2}}} G_{i_{1} i_{2}} T_{i_{1} \cdots i_{r}}, \sum_{i_{3} i_{4}} G_{i_{3} i_{4}} T_{i_{1} \cdots i_{r}}, \cdots\right] \\
=T_{r-2}\left[\left(T_{i_{3}} \cdots i_{r}\right)^{0}, \cdots, G_{i_{3} i_{4}}\left(T_{i_{5}}^{3} \cdots i_{5} \cdots i_{r}\right.\right. \tag{2.5}
\end{array}\right)^{0}, \cdots\right] .
$$

[^5][the tensors $\left(T_{i_{3}}^{3} \ldots{ }_{\tau}\right), \cdots$ are generally not traceless] is because the explicitly symmetrized metric tensors are needed for the subsequent steps of symmetrized trace extraction.

By subtraction we obtain the symmetrized traceless tensors of rank $r$. Individually considering each one of Eqs. (2.5) [one equation for each tensor $T_{r-2}$ ], we then multiply through by $\left\{S_{i j}\left(P Q^{\prime}\right)_{j}^{\lambda}\right\}$ (all i) of $S_{r-2}$ and contract the resulting equations with $\left\{G_{i j}\right\}$ to obtain equations which we solve for symmetrized tensors of rank $r-4$. These tensors are expressed formally as
 and explictly as

$$
\hat{T}_{r-4}\left[\sum_{i_{3} i_{4}} G_{i_{3} i_{4}} \sum_{i_{1} i_{2}} G_{i_{1} i_{2}} T_{i_{1}} \cdots i_{r}, \cdots\right]
$$

By subtraction we obtain the symmetrized traceless tensors of rank $r-2$. We continue this process to obtain, by subtraction, traceless tensors having the symmetry of irreducible representations of $\mathcal{S}_{r}$, $\mathcal{S}_{r-2}, \cdots, \delta_{2}$, plus a (traceless) remainder of rank 1 or 0 . This method can also be used with the symmetrization procedures of Parts $B$ and $C$. In fact, since the symmetrizations of rank $r, r-2, \cdots, 2$ are independent, they can be carried out by different procedures.

This method yields the least possible coupling among trace equations because no further decoupling of the trace extractions is possible and irreducible representation symmetrizers are used. This method is illustrated in the second example of Sec. 4.

## B. An Approach Using Wigner Projection Operators

Multiplying Eq. (2.1)

$$
U_{j q}^{\lambda} \equiv\left(N^{\lambda} / r!\right)^{2} \sum_{\xi, \gamma}\left[D_{\xi}^{\lambda}\right]_{q j}\left[D_{\gamma^{-1}}^{\lambda}\right]_{q q} L_{\xi} L_{\gamma}
$$

and allowing all $j$ gives the $N^{\lambda}$ equations

$$
\begin{align*}
& \left\{U_{j q}^{\lambda} T_{i_{1}} \cdots i_{r}=U_{j q}\left[\left(T_{i_{1} \cdots i_{7}}\right)^{0}+G_{i_{i} i_{2}}\left(T_{i_{3}}^{3 \cdots r_{r}}\right)^{0}+\cdots\right.\right. \\
& \left.\left.\left.\quad+G_{i_{1} i_{2}}\left(G_{i_{i i_{4}}}\left(T_{i_{5} \cdots i_{r}}^{3} \cdots r_{5} \cdots\right)^{0}+\cdots\right\rangle+\cdots\right]\right\}(\text { all })_{j}\right) . \tag{2.6}
\end{align*}
$$

The states $\left\{U_{j q}^{\lambda} T_{i_{1} \ldots i_{r}}\right\}_{(a l l j)}$ span the invariant subspace of row $q$, so Eq. (2.6) is of the same form as Eq. (2.3) and the rest of the analysis proceeds as before.

## C. An Approach Using Young Symmetrizers

Unlike the idempotents used in Parts A and B, the usual (unmodified) Young symmetrizers do not all annul one another. However, we have not used this property, so the formal analysis for this part is the same as that for Part A except that the modified Young symmetrizers ( $P Q^{\prime}$ ) of Part A are replaced by Young symmetrizers ( $P Q$ ).

## 3. INNER PRODUCT STRUCTURE

In addition to Eq. (2.1), we have

$$
\begin{align*}
& \oplus \cdots \oplus\left(T_{i_{1}}^{1} \cdots_{i_{r-2}}\right)^{0} \oplus\left\langle\left(T_{i_{5}}^{3} \cdots{ }_{i_{r}}, 5 \cdots\right)^{\mathbf{0}}\right. \\
& \left.\oplus\left(T_{i_{4} i_{6} \cdots i_{r}}^{3 \cdots)_{i}}\right)^{0} \oplus \cdots\right\rangle \oplus\left\langle\left(T_{i_{5} \cdots i_{r}}^{\left.24 \cdots,{ }^{24} \cdots\right)^{0}} \oplus \cdots\right\rangle\right. \\
& \oplus \cdots \oplus\left\langle\left(T_{i_{3} \cdots i_{r-2}}^{1 \cdots \boldsymbol{i}_{r-2}}\right)^{0} \oplus{ }^{0} \cdots\right\rangle \oplus \cdots \text {. } \tag{3.1}
\end{align*}
$$

The subspaces of this direct sum partition are invariant. What Eq. (2.1) does is embed each of the invariant subspaces in a Cartesian tensor space of rank $r$. Relative to the metric $(G)^{r}[r$-fold Kronecker product of the rank-1 space metric tensor] of the Cartesian tensor space, the embedded subspaces of distinct traceless rank are mutually orthogonal. ${ }^{3}$ This orthogonality is an important and general property of tensors decomposed by trace extraction. For the unitary symplectic group $S p(n)$, trace extraction is carried out with the symplectic metric, and yet the embedded subspaces of distinct traceless rank are mutually orthogonal relative to either a symplectic metric or a Hermitian product.

Symmetrization refines the partition obtained by trace extraction, while symmetrized trace extraction refines the partition obtained by symmetrization. The same final partition is obtained in both cases, because otherwise the final partition would never be irreducible. It could be further shown that the same states are obtained in both cases, if the operations of trace extraction and symmetrization are shown to commute. However, it is not necessary to investigate this, because, although only symmetrized tensors are handled in symmetrized trace extraction calculations, Eqs. (2.1) show that actually the operation of trace extraction still precedes that of symmetrization. Thus the states obtained will be the same as those obtained for explicit Cartesian trace extraction followed by symmetrization. The discussion proceeds from the viewpoint of Cartesian trace extraction followed by symmetrization.

Carrying out symmetrization with unitary representation Wigner projection operators, we formally obtain subspaces of the form

$$
\left\{U_{j q}^{\lambda}\left(T_{i_{1} \ldots i_{r}}\right)^{0}\right\}, \quad\left\{U_{j q}^{\lambda} G_{i_{1} i_{2}}\left(T_{i_{3} \cdots i_{r}}^{3 \cdots}\right)\right\}, \cdots
$$

If $\left(T_{i_{1}}, \ldots i_{r}\right)^{0}$ is orthogonal, then the subspaces $\left\{U_{j p}^{\lambda}\left(T_{i_{1}}, \ldots i_{r}\right)^{0}\right\}$ are fully orthogonal. (See note added in proof.) For the other subspaces, it is to be noted that, for example, we actually do not solve for $\left\{U_{j q}^{\lambda} G_{i_{1} i_{2}}\left(T_{i_{3} \cdots i_{r}}^{\left.3 \cdots{ }^{\prime}\right)}{ }^{0}\right.\right.$, but rather solve for certain linear
forms ${ }^{12}$ :

$$
\begin{align*}
\Gamma_{3} \cdots r & \left\{U_{j q}^{\lambda} G_{i_{1} i_{2}}\left(T_{i_{3} \cdots i_{r}}^{3}\right)^{0}\right\} \\
& \left.+\Gamma_{24} \cdots r U_{j q}^{\lambda} G_{i_{1} i_{3}}\left(T_{i_{2} i_{4} \cdots i_{r}}^{24}\right)^{2}\right\}+\cdots \\
& +\Gamma_{23 \cdots r-1}\left\{U_{j q}^{\lambda} G_{i_{1} i_{r}}\left(T_{i_{2} i_{3} \cdots i_{r-1}}^{23}\right)^{0}\right\} \\
& +\Gamma_{14 \cdots r}\left\{U_{j q}^{\lambda} G_{i_{2} i_{3}}\left(T_{i_{1} i_{4} \cdots i_{r}}^{14}\right)^{0}\right\}+\cdots \\
& +\Gamma_{13 \cdots r-1}\left\{U_{j q}^{\lambda} G_{i_{2} i_{r}}\left(T_{i_{1} i_{3} \cdots i_{r-1}}^{13}\right)^{0}\right\}+\cdots \\
& +\Gamma_{12 \cdots r-2}\left\{U_{i_{q}}^{\lambda} G_{i_{r-1} i_{r}}\left(T_{i_{1} i_{2} \cdots i_{i_{r-2}}}^{12 \cdots}\right)^{0}\right\} . \tag{3.2}
\end{align*}
$$

The form

$$
\begin{aligned}
& \left\{U _ { j _ { q } } ^ { \lambda } \left[\Gamma_{3 \cdots{ }_{r}} G_{i_{1} i_{2}}\left(T_{i_{3} \cdots i_{r}}^{3 \cdots}\right)^{0}+\cdots\right.\right. \\
& \left.\left.+\Gamma_{12 \cdots r-2} G_{i_{r-1} i_{r}}\left(T_{i_{i} i_{2}}^{12 \cdots i_{r-2}}\right)^{r-2}\right)^{0}\right]
\end{aligned}
$$

shows that here we get full orthogonality, if the tensors

$$
\begin{aligned}
\Gamma_{3} \cdots{ }_{r} G_{i_{1} i_{2}}\left(T_{i_{3} \cdots i_{r}}^{3 \cdots}\right)^{0} & +\cdots \\
& +\Gamma_{12 \cdots r-2} G_{i_{r-1} i_{r}}\left(T_{i_{1} i_{2} \cdots i_{r-2}}^{12 \cdots 2}\right)^{0}
\end{aligned}
$$

are orthogonal. ${ }^{13}$ A similar discussion applies to

$$
\left\{U_{j q}^{\lambda} G_{i_{1} i_{2}} G_{i_{3} i_{4}}\left(T_{i_{5} \cdots i_{r}}^{3 \cdots r, 5 \cdots r}\right)^{0}\right\}, \cdots, \text { etc. }
$$

If symmetrization is instead carried out with Young symmetrizers, then, using the fact that each set of equivalent representations $\left\{A^{\mu}\right\},\left\{B^{\mu}\right\}, \cdots,\left\{D^{\mu}\right\}$ of $S_{r}$ can be directly obtained in a form having the inner product structure ${ }^{6}$ (the inner product structure for symmetrized non-Cartesian tensors is given as trace extraction generally yields such tensors),

$$
\begin{align*}
& \left\langle A_{t}^{\mu}\left(i_{1}, \cdots, i_{r}\right) \mid A_{f}^{\mu}\left(j_{1}, \cdots, j_{r}\right)\right\rangle=\zeta(A, B) \\
& \quad \times\left\langle B_{t}^{\mu}\left(i_{1}, \cdots, i_{r}\right) \mid B_{f}^{\mu}\left(j_{1}, \cdots, j_{r}\right)\right\rangle=\cdots \\
& \quad=\zeta(A, D)\left\langle D_{t}^{\mu}\left(i_{1} \cdots i_{r}\right) \mid D_{f}^{\mu}\left(j_{1} \cdots j_{r}\right)\right\rangle, \tag{3.3}
\end{align*}
$$

where $\zeta$ is always independent of state labels $t$ and $f$

$$
\begin{aligned}
& { }^{12} \text { This may be clarified by a short example. For Young pattern } \\
& (2,1) \text { and a symmetric metric tensor, Eqs. (2.6) appear as } \\
& U_{211,211}^{2,1} T_{i j k}=U_{211,211}^{2,1}\left[\left(T_{i j k}\right)^{0}+G_{i j} T_{k}^{3}+G_{i k} T_{j}^{2}+G_{j k} T_{i}^{1}\right], \\
& U_{121,211}^{2,1} T_{i j k}=U_{121,21}^{2,1}\left[\left(T_{i j k}\right)^{0}+G_{i j} T_{k}^{3}+G_{i k} T_{j}^{2}+G_{j k} T_{i}^{1}\right], \\
& \text { and expand to } \\
& U_{211,211}^{2,1} T_{i j k}=U_{211,211}^{2,1}\left(T_{i j k}\right)^{0}+\frac{1}{3} G_{i j}\left(2 T_{k}^{3}-T_{k}^{2}-T_{k}^{1}\right) \\
& -\frac{1}{6} G_{j k}\left(2 T_{i}^{3}-T_{i}^{2}-T_{i}^{1}\right)-\frac{1}{6} G_{i k}\left(2 T_{j}^{3}-T_{j}^{2}-T_{j}^{1}\right), \\
& U_{121,211}^{2,1} T_{i j k}=U_{121,211}^{2,1}\left(T_{i j k}\right)^{0} \\
& +\frac{1}{2 \sqrt{3}} G_{i k}\left(2 T_{j}^{3}-T_{j}^{2}-T_{j}^{1}\right)-\frac{1}{2 \sqrt{3}} G_{j k}\left(2 T_{i}^{3}-T_{i}^{2}-T_{i}^{1}\right) .
\end{aligned}
$$

We solve for $\left(2 T_{k}^{3}-T_{k}^{2}-T_{k}^{1}\right), \cdots$, which is equivalent to solving for $G_{i j}\left(2 T_{k}^{3}-T_{k}^{2}-T_{k}^{1}\right), \cdots$, as the metric tensor is assumed already given. Clearly the expressions $G_{i j}\left(2 T_{k}^{3}-T_{k}^{2}-T_{k}^{1}\right), \cdots$, are each linearly dependent on $\left\{U_{p, 211}^{2,1} G_{i j} T_{k}^{3}\right\},\left\{U_{p, 211}^{2,1} G_{i k} T_{j}^{2}\right\}$ and $\left\{U_{p, 211}^{2,1} G_{j k} T_{i}^{1}\right\}$.
${ }^{13}$ If only the original tensor $T_{i_{1}} \cdots i_{r}$ is orthogonal, then multiplets are mutually orthogonal if they are embedded in representations obtained with different values of $q$ and/or $\lambda$ in $U_{i q}^{\lambda}$.
and of indices $i_{1} \cdots i_{r}$ and $j_{1} \cdots j_{r}$, and

$$
\begin{aligned}
& \left\langle A_{t}^{\mu}\left(i_{1}, \cdots, i_{r}\right) \mid A_{f}^{\mu}\left(j_{1}, \cdots, j_{r}\right)\right\rangle=\lambda(A, B) \\
& \quad \times\left\langle A_{t}^{\mu}\left(i_{1}, \cdots, i_{r}\right) \mid B_{f}^{\mu}\left(j_{1}, \cdots, j_{r}\right)\right\rangle=\cdots \\
& \quad=\lambda(A, D)\left\langle A_{f}^{\mu}\left(i_{1}, \cdots, i_{r}\right) \mid D_{f}^{\mu}\left(j_{1}, \cdots, j_{r}\right)\right\rangle, \\
& \lambda(B, A)\left\langle B_{t}^{\mu}\left(i_{1}, \cdots, i_{r}\right) \mid A_{f}^{\mu}\left(j_{1}, \cdots, j_{r}\right)\right\rangle \\
& = \\
& \quad\left\langle B_{t}^{\mu}\left(i_{1}, \cdots, i_{r}\right) \mid B_{f}^{\mu}\left(j_{1}, \cdots, j_{r}\right)\right\rangle=\cdots \\
& \quad=\lambda(B, D)\left\langle B_{i}^{\mu}\left(i_{1}, \cdots, i_{r}\right) \mid D_{f}^{\mu}\left(j_{1}, \cdots, j_{r}\right)\right\rangle,
\end{aligned}
$$

$$
\begin{align*}
& \lambda(D, A)\left\langle D_{l}^{\mu}\left(i_{1}, \cdots, i_{r}\right) \mid A_{f}^{\mu}\left(j_{1}, \cdots, j_{r}\right)\right\rangle \\
& \quad=\lambda(D, B)\left\langle D_{t}^{\mu}\left(i_{1}, \cdots, i_{r}\right) \mid B_{r}^{\mu}\left(j_{1}, \cdots, j_{r}\right)\right\rangle=\cdots \\
& \quad=\left\langle D_{t}^{\mu}\left(i_{1}, \cdots, i_{r}\right) \mid D_{f}^{\mu}\left(j_{1}, \cdots, j_{r}\right)\right\rangle, \quad(3 \tag{3.4}
\end{align*}
$$

where $\lambda$ is always independent of state labels $t$ and $f$ and of indices $i_{1} \cdots i_{r}$ and $j_{1} \cdots j_{r}$, and may vanish. The subspaces $\left\{S_{i m}(P Q)_{m}^{\lambda}\left(T_{i_{1} \ldots i_{r}}\right)^{0}\right\},\left(m=1,2, \cdots, N^{i}\right)$ can then be reasonably made fully orthogonal by using Eqs. (3.3) and (3.4). It is noted that, for example, rather than solving for $\left\{S_{i m}(P Q)_{m}^{\lambda} G_{i_{1} i_{2}}\left(T_{i_{3} \cdots i_{r}}^{3 \cdots r}\right)^{0}\right\}, \cdots$, we solve for certain linear forms:

$$
\begin{align*}
\Lambda_{3} \cdots r & \left\{S_{i m}(P Q)_{m}^{\lambda} G_{i_{1} i_{2}}\left(T_{i_{3} \cdots i_{r}}^{3}\right)^{0}\right\} \\
& +\Lambda_{24} \cdots r
\end{align*} \quad\left\{S_{i m}(P Q)_{m}^{\lambda} G_{i_{1} i_{3}}\left(T_{i_{2} i_{4}}^{24 \cdots i_{r}}\right)^{0}\right\}, \Lambda_{12} \cdots r-1\left\{S_{i m}(P Q)_{m}^{\lambda} G_{i_{1} i_{r}}\left(T_{i_{2} i_{3} \cdots i_{r-1}}^{23}\right)^{0}\right\},
$$

Writing expressions (3.5) as

$$
\begin{aligned}
\left\{S _ { i m } ( P Q ) _ { m } ^ { \lambda } \left[\Lambda_{3} \cdots{ }_{r} G_{i_{1} i_{2}}\right.\right. & \left(T_{i_{3} \cdots i_{r}}^{33}\right)^{0}+\cdots \\
& \left.\left.+\Lambda_{12} \cdots r-2 G_{i_{r-1} i_{r}}\left(T_{i_{1} i_{2} \cdots i_{r-2}}^{12 \cdots-2}\right)^{0}\right]\right\}
\end{aligned}
$$

shows that the results of Eqs. (3.3) and (3.4) are applicable and this makes reasonable the task of orthogonalization. A similar discussion applies to $\left\{S_{i m}(P Q)_{m}^{\lambda} G_{i_{1} i_{2}} G_{i_{3} i_{4}}\left(T_{i_{5} \cdots i_{r}}^{3 \cdots r,)^{0}}\right)^{0}, \cdots\right.$, etc.

It should not be overlooked that the invariant subspaces due to trace extraction can have their embeddings described either by appropriately adding indices to the traceless tensors [e.g., Eqs. (2.3)] or else by contracting indices off of $T_{i_{1} \cdots i_{r}}$ [e.g., Eqs. (2.4) et seq.]. The important point is that the inner product structure results obtained apply for both descriptions of embedding.

## 4. EXAMPLES

The following examples should adequately illustrate a number of useful points.

## Example 1

Here we investigate the embedding of the spherical bases of $S O(3)$ in $S U(3)$. We also use this example to illustrate some of the recoupling described in Ref. 6.
For the self-representation of $S U(3)$ with diagonal generators

$$
H_{1}=\left[\begin{array}{lll}
\frac{1}{2} \sqrt{3} & & \\
& -\frac{1}{2} \sqrt{3} & \\
& & 0
\end{array}\right], \quad H_{2}=\left[\begin{array}{lll}
\frac{1}{6} & & \\
& \frac{1}{6} & \\
& & -\frac{1}{3}
\end{array}\right],
$$

the diagonal generator of $S O(3)$ is

$$
\sqrt{3} H_{1}+3 H_{2}=\left[\begin{array}{lll}
1 & & \\
& 0 & \\
& & -1
\end{array}\right]
$$

With the other $S U(3)$ generators described as $E_{i, j}|j\rangle=(1 / \sqrt{6})|i\rangle$, the $S O(3)$ raising and lowering operators are, respectively, $\sqrt{3}\left(E_{1,2}+E_{2,3}\right)$ and $\sqrt{3}\left(E_{2,1}+E_{3,2}\right)$. The symmetry ( 2,1 ) provides two $S U(3)[S O(3)]$ octets. To irreducibly decompose each of these $S O$ (3) octets, we must use trace extraction. Denoting the spherical metric by $M_{i j}$ and using $M_{i j}=M_{j i}$ and $\sum_{j} M_{i j} M^{j k}=\delta_{i}^{k}$, we have for the first octet

$$
\begin{aligned}
(P Q)_{i j, k} T_{i j k}= & (P Q)_{i j k}\left(T_{i j k}\right)^{0}+2 M_{i s}\left(T_{k}^{3}-T_{k}^{1}\right)^{0} \\
& -M_{i k}\left(T_{j}^{3}-T_{j}^{1}\right)^{0}-M_{j k}\left(T_{i}^{3}-T_{i}^{1}\right)^{0}, \\
(P Q)_{i k, j} T_{i k j}= & (P Q)_{i k, j}\left(T_{i j k}\right)^{0}-M_{i j}\left(T_{k}^{3}-T_{k}^{1}\right)^{0} \\
& +2 M_{i k}\left(T_{j}^{3}-T_{j}^{1}\right)^{0}-M_{j k}\left(T_{i}^{3}-T_{i}^{1}\right)^{0},
\end{aligned}
$$

and for the second octet

$$
\begin{aligned}
(P Q)_{i j, k} T_{i k j}= & (P Q)_{i j, k}\left(T_{i k j}\right)^{0}+2 M_{i j}\left(T_{k}^{2}-T_{k}^{1}\right)^{0} \\
& \quad-M_{i k}\left(T_{j}^{2}-T_{j}^{1}\right)^{0}-M_{j k}\left(T_{i}^{2}-T_{i}^{1}\right)^{0} \\
(P Q)_{i k, j} T_{i j k}= & (P Q)_{i k, j}\left(T_{i j k}\right)^{0}+2 M_{i k}\left(T_{j}^{2}-T_{j}^{1}\right)^{0} \\
& \quad-M_{j k}\left(T_{i}^{2}-T_{i}^{1}\right)^{0}-M_{i j}\left(T_{k}^{2}-T_{k}^{1}\right)^{0}
\end{aligned}
$$

where $\left(T_{h}^{a}\right)^{0}-\left(T_{h}^{b}\right)^{0}=\left(T_{h}^{a}-T_{h}^{b}\right)^{0}$ was used.
We can recouple these to obtain two octets which are orthogonal to each other. Adding corresponding states of the two octets above yields

$$
\begin{aligned}
& (P Q)_{i j, k}\left(T_{i j k}+T_{i k j}\right) \\
& =(P Q)_{i j, k}\left(T_{i j k}+T_{i k j}\right)^{0}+2 M_{i j}\left(T_{k}^{3}+T_{k}^{2}-2 T_{k}^{1}\right)^{0} \\
& \quad-M_{i k}\left(T_{j}^{3}+T_{j}^{2}-2 T_{j}^{1}\right)^{0}-M_{j k}\left(T_{i}^{3}+T_{i}^{2}-2 T_{i}^{1}\right)^{0},
\end{aligned}
$$

$$
\begin{align*}
& (P Q)_{i k, j}\left(T_{i k j}+T_{i j k}\right) \\
& \quad=(P Q)_{i k, j}\left(T_{i k j}+T_{i j k}\right)^{0}-M_{i j}\left(T_{k}^{3}+T_{k}^{2}-2 T_{k}^{1}\right)^{0} \\
& \quad+2 M_{i k}\left(T_{j}^{3}+T_{j}^{2}-2 T_{j}^{1}\right)^{0}-M_{j k}\left(T_{i}^{3}+T_{i}^{2}-2 T_{i}^{1}\right)^{0} \tag{4.2}
\end{align*}
$$

where $\left(T_{i j k}\right)^{0}+\left(T_{i k j}\right)^{0}=\left(T_{i j k}+T_{i k j}\right)^{0}$ was used.

Subtracting corresponding states of the two initial octets yields the second octet, which is easily seen to be orthogonal to that of Eqs. (4.1) and (4.2). If the symmetrized trace is viewed from $S O$ (3) rather than $S_{3}$, then Eqs. (4.1) and (4.2) describe one rather than three symmetrized traces. This is equivalent to viewing the symmetrized trace in the traditional way rather than by extended symmetrization. Equations (4.1) and (4.2) yield the trace equation

$$
\sum_{i k} M^{i k}(P Q)_{i j, k}\left(T_{i j k}+T_{i k j}\right)=-2\left(T_{j}^{3}+T_{j}^{2}-2 T_{j}^{1}\right)^{0} .
$$

Because the indices carrying the transformation properties also characterize the inner product structure within such a subspace and because the self-representation of $S O(3)$ is orthogonal, we know the resulting $S O(3)$ triplet is orthogonal. Using subscripts $+1,0$, -1 to indicate weights and using $\cong$ because equality may be off by normalization, we have

$$
\begin{aligned}
A_{+1}^{3} & \equiv\left(T_{1}^{3}+T_{1}^{2}-2 T_{1}^{1}\right)^{0} \cong(1 / \sqrt{12}) \\
& \times\left(T_{113}+T_{131}+T_{221}+T_{212}-2 T_{311}-2 T_{122}\right), \\
A_{0}^{3} & \equiv\left(T_{2}^{3}+T_{2}^{2}-2 T_{2}^{1}\right)^{0} \cong(1 / \sqrt{12}) \\
& \times\left(-T_{123}-T_{132}-T_{312}-T_{321}+2 T_{213}+2 T_{231}\right), \\
A_{-1}^{3} & \equiv\left(T_{3}^{3}+T_{3}^{2}-2 T_{3}^{1}\right)^{0} \cong(1 / \sqrt{12}) \\
& \times\left(T_{223}+T_{232}+T_{331}+T_{313}-2 T_{133}-2 T_{332}\right)
\end{aligned}
$$

By subtracting off the symmetrized trace, we obtain a quintet which is orthogonal, since all weights of $S O(3)$ are simple. The quintet is

$$
\begin{aligned}
& A_{+2}^{5} \equiv(P Q)_{11,2}\left(T_{112}+T_{121}\right)^{0} \\
& \cong(1 \sqrt{6})\left(T_{112}+T_{121}-2 T_{211}\right), \\
& A_{+1}^{5} \equiv(P Q)_{11,3}\left(T_{113}+T_{131}\right)^{0} \\
& \cong(1 / \sqrt{12})\left(T_{113}-2 T_{311}+T_{131}+2 T_{122}\right. \\
&\left.-T_{212}-T_{221}\right), \\
& A_{0}^{5} \equiv(P Q)_{12,3}\left(T_{123}+T_{132}\right)^{0} \\
& \cong \frac{1}{2}\left(T_{123}+T_{132}-T_{321}-T_{312}\right), \\
& A_{-1}^{5} \equiv(P Q)_{22,3}\left(T_{223}+T_{232}\right)^{0} \\
&=(1 / \sqrt{12})\left(T_{223}-2 T_{322}+2 T_{133}\right. \\
&\left.-T_{331}-T_{313}+T_{232}\right), \\
& A_{-2}^{5} \equiv(P Q)_{23,3}\left(T_{233}+T_{233}\right)^{0} \\
&=(1 / \sqrt{6})\left(2 T_{233}-T_{323}-T_{332}\right) .
\end{aligned}
$$

The (tensor) phase of the states is such that all elements of the triplet and quintet raising operators are real and positive. Independent state selection is aided by using the traceless conditions. Describing a second-rank $S O(3)$ quintet $\left\{Y^{0}\right\}$ and singlet $\{T\}$ with
the notation

$$
\begin{aligned}
Y(i j)^{0} & =(1 / \sqrt{2})\left(T_{i j}+T_{j i}\right) \quad(i \neq j) \\
Y(11)^{0} & =(1 / \sqrt{6})\left(2 T_{11}+T_{22}-T_{33}\right) \\
Y(22)^{0} & =(1 / \sqrt{6})\left(2 T_{22}+T_{11}+T_{33}\right), \\
T & =(1 / \sqrt{3})\left(-T_{11}+T_{22}-T_{33}\right),
\end{aligned}
$$

we find

$$
\begin{aligned}
A_{+1}^{3}= & (1 / \sqrt{12})\left[\sqrt{2} T_{1} Y(13)^{0}-\left(\frac{2}{3}\right) T_{3}\left\langle\sqrt{6} Y(11)^{0}-\sqrt{3} T\right\rangle\right. \\
& \left.-\left(\frac{2}{3}\right) T_{1}\left\langle\sqrt{6} Y(22)^{0}+\sqrt{3} T\right\rangle+\sqrt{2} T_{2} Y(12)^{0}\right] .
\end{aligned}
$$

It turns out that this is as close as we can get to writing $A_{+1}^{3}$ in terms of simply-coupled irreducible representations (a form involving the product of only two lower-rank irreducible representations). This illustrates how trace extraction can conflict with simple coupling. This conflict occurs because we want simply to couple irreducible, rather than merely symmetrized, tensors. Denoting the second-rank triplet by $Z(i j)^{0}$, we find that the triplet

$$
\begin{aligned}
B_{+1}^{3} & \equiv\left(T_{1}^{3}-T_{1}^{2}\right)^{0} \\
& \cong \frac{1}{2}\left(T_{113}-T_{131}+T_{221}-T_{212}\right), \\
B_{0}^{3} & \equiv\left(T_{2}^{3}-T_{2}^{2}\right)^{0} \\
& \cong \frac{1}{2}\left(T_{123}-T_{132}+T_{321}-T_{312}\right), \\
B_{-1}^{3} & \equiv\left(T_{1}^{3}-T_{1}^{2}\right)^{0} \\
& \cong \frac{1}{2}\left(T_{223}-T_{232}+T_{331}-T_{313}\right)
\end{aligned}
$$

has the simply coupled form

$$
\begin{aligned}
B_{+1}^{3} & =(1 / \sqrt{2})\left[T_{1} Z(13)^{0}+T_{2} Z(21)^{0}\right] \\
B_{0}^{3} & =(1 / \sqrt{3})\left[T_{1} Z(23)^{0}-T_{3} Z(21)^{0}\right] \\
B_{-1}^{3} & =(1 / \sqrt{2})\left[T_{2} Z(23)^{0}+T_{3} Z(31)^{0}\right]
\end{aligned}
$$

This simple coupling resulted because $Z(i j)=Z(i j)^{0}$.

## Example 2

This example illustrates the minimal coupling obtained by extracting symmetrized traces in steps. Using $G_{i j}=\delta_{i j}$ and writing

$$
\begin{aligned}
T_{h i j k}= & \left(T_{h i j k}\right)^{0}+\delta_{h i}\left[\left(T_{j k}^{34}\right)^{0}+\delta_{j k} T^{34}\right] \\
& \left.+\delta_{h j}\left[\left(T_{i k}^{24}\right)^{0}+\delta_{i k} T^{24}\right]+\delta_{h k}\left[\left(T_{i j}^{23}\right)^{0}+\delta_{i j} T^{23}\right]\right] \\
& +\delta_{i j}\left[\left(T_{h k}^{14}\right)^{0}+\delta_{h k} T^{14}\right]+\delta_{i k}\left[\left(T_{h j}^{13}\right)^{0}+\delta_{h j} T^{13}\right] \\
& +\delta_{j k}\left[\left(T_{h i}^{12}\right)^{0}+\delta_{h i} T^{12}\right],
\end{aligned}
$$

we find

$$
\begin{aligned}
(P Q)_{h i, j k} & T_{h i j k}= \\
& (P Q)_{h i, j k}\left(T_{h i j k}\right)^{0}+2\left[\delta_{h i} \psi_{j k}\right. \\
& \left.-\delta_{i j} \psi_{h k}-\delta_{j h} \psi_{i k}-\delta_{k i} \psi_{h j}-\delta_{k h} \psi_{i j}+\delta_{j k} \psi_{h i}\right], \\
(P Q)_{h j, i k} T_{h i j k}= & (P Q)_{j h, i k}\left(T_{h j i k}\right)^{0}+2\left[\delta_{h j} \psi_{i k}-\delta_{h i} \psi_{j k}\right. \\
& \left.\quad-\delta_{h k} \psi_{i j}-\delta_{i j} \psi_{h k}-\delta_{j k} \psi_{i h}+\delta_{i k} \psi_{h j}\right],
\end{aligned}
$$

where, using $[a b]^{m n} \equiv\left[\left(T_{a b}^{m n}\right)^{0}+\delta_{a b} T^{m n}\right]$, we wrote $\psi_{i j}=[i j]^{34}+[j i]^{34}-[i j]^{23}-[j i]^{23}-[i j]^{14}$

$$
-[j i]^{14}+[i j]^{12}+[j i]^{12}
$$

Using $n$-dimensional indices we obtain the symmetrized trace equation

$$
\sum_{i h} \delta^{i h}(P Q)_{h i, j k} T_{h i j k}=(2 n-8) \psi_{j k}
$$

By subtraction we evaluate the symmetrized traceless tensor $\left\{(P Q)_{h i, j k}\left(T_{h i j k}\right)^{0},(P Q)_{h j, i k}\left(T_{h j i k}\right)^{0}\right\}$. It is necessary to carry out one further step of symmetrized trace extraction. For Young pattern (2) we have

$$
\begin{aligned}
& (P Q)_{j k}, \frac{1}{(2 n-8)} \sum_{i h} \delta^{i h}(P Q)_{h i, j k} T_{h i j k} \\
& \quad=(P Q)_{j k}\left(T_{j k}^{34}+T_{k j}^{34}-T_{j k}^{23}-T_{k j}^{23}-T_{j k}^{14}-T_{k j}^{14}\right. \\
& \left.\quad+T_{j k}^{12}+T_{k j}^{12}\right)^{0}+2 \delta^{j k}\left(T^{34}-T^{23}-T^{14}+T^{12}\right)
\end{aligned}
$$

which yields the trace equation

$$
\begin{aligned}
\frac{1}{n(2 n-8)} \sum_{j k} \delta^{j k}(P Q)_{j k}, & \sum_{i h} \delta^{i n}(P Q)_{h i, j k} T_{h i j k} \\
& =2\left(T^{34}-T^{23}-T^{14}+T^{12}\right)
\end{aligned}
$$

By subtraction we obtain the symmetrized traceless tensor

$$
\begin{aligned}
& (P Q)_{j k,}\left(T_{j k}^{34}+T_{k j}^{34}-T_{j k}^{23}-T_{k j}^{23}\right. \\
& \left.\quad-T_{j k}^{14}-T_{k j}^{14}+T_{j k}^{12}+T_{k j}^{12}\right)^{0} \\
& =\frac{1}{(2 n-8)}\left(1-\frac{1}{n} \sum_{j k} \delta^{i k}\right)(P Q)_{j k}, \sum_{i k} \delta^{i h}(P Q)_{h i, j k} T_{h i j k}
\end{aligned}
$$

This completes the symmetrized trace extractions because for Young pattern $(1,1)$ we find

$$
(P Q)_{j, k} \sum_{i h} \delta^{i h}(P Q)_{h i, j k} T_{h i j k}=0
$$

If instead we had removed both of these traces initially, then we would have obtained a pair of coupled equations.

## 5. DISCUSSION

Both the initial symmetrization and trace extraction are achieved by solving the symmetrized trace equations. The initial symmetrization accomplishes two objectives: first, it gives the traceless tensors of rank $r$ (the rank of the original tensor) their final symmetry; and second, it decouples trace extraction into symmetrized trace extractions. For each lower-rank (less than $r$ ) traceless tensor a second symmetrization (without trace extraction) yields the final symmetry partition. Extracting the different rank traces in separate steps, each accompanied by symmetrization, makes maximal use of the decoupling provided by symmetrization.

The problem of obtaining an orthogonal decomposition with symmetrized trace extraction based on either unitary representation Wigner projection operators or Young symmetrizers was described in detail.

The visibly simple symmetry properties due to the use of Young symmetrizers simplify some calculations. This is especially true when using $P Q(Q P)$ symmetrizers with an antisymmetric (symmetric) metric tensor.

Note Added in Proof: To remove an oversight in the proof of Eq. (3.2) of Ref. 6, we reconsider the result

$$
\left\langle T_{i_{1} \ldots i_{r}} \mid\left(U_{g v}^{\mu}\right)^{\dagger} T_{j_{1} \ldots j_{r}}\right\rangle=\delta_{g v}\left\langle T_{i_{1}} \ldots i_{r} \mid T_{j_{1} \ldots j_{r}}\right\rangle .
$$

The reason for using $i_{1} \cdots i_{r}$ and $j_{1} \cdots j_{r}$, rather than $i_{1} \cdots i_{r}$ on both sides, is to allow the two sides of the inner product to have different sets of index values. (If the sets of index values coincide, then we must have $i_{1}=j_{1}, \cdots, i_{r}=j_{r}$.) The proof in Ref. 6 used the fact that if the tensor was orthogonal; and if all indices
have different values, then we get zero unless $g=v$ because then only

$$
\left\langle T_{i_{1}} \ldots i_{r} \mid\left[\mathfrak{D}_{e}^{\mu}\right]_{g v}^{*} L_{e} T_{j_{1}} \ldots j_{r}\right\rangle
$$

can contribute. If the rank exceeds the space dimension, then no component $T_{i_{1}} \ldots i_{r}\left(T_{j_{1}}, \ldots j_{r}\right)$ appears with all indices having different values. To extend the proof to this situation we note that we can embed such a tensor in another tensor of the same rank but on a space of arbitrary dimension $n^{\prime}$. When $n^{\prime} \geq r$, the theorem clearly holds for the embedding tensor. The operations of $S_{r}$ are here fundamentally on index position rather than index value and so are not affected by the embedding. Hence the theorem must also hold for the embedded tensor.
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## 1. INTRODUCTION

It is generally recognized that the knowledge of conservation laws is of fundamental importance in the physical description of nature. It has also been observed that the existence of certain geometric symmetries described by continuous groups of motions or collineations lead to conservation laws expressible in the form of first integrals (i.e., constants of motion) of a dynamical system.

In this paper, we wish to consider the $m$ th order first integrals ( $m \mathrm{FI}$ ) of dynamical systems whose

[^6]trajectories are geodesics in a Riemannian space $V_{n}$. This class of trajectories is of particular importance in the general theory of relativity in that it includes the description of the motion of mass-pole test particles.
The geodesics are solutions of the equations ${ }^{1}$
\[

\frac{D p^{i}}{d s} \equiv \frac{d p^{i}}{d s}+\left\{$$
\begin{array}{c}
i  \tag{1.1}\\
j k
\end{array}
$$\right\} p^{j} p^{k}=0, \quad\left(p^{i} \equiv \frac{d x^{i}}{d s}\right),
\]

where the parameter $s$ represents arclength and $\left\{\begin{array}{l}i \\ \{j k\end{array}\right\}$ are the Christoffel symbols. These geodesics will admit

[^7]The visibly simple symmetry properties due to the use of Young symmetrizers simplify some calculations. This is especially true when using $P Q(Q P)$ symmetrizers with an antisymmetric (symmetric) metric tensor.
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In this paper we develop in detail a unified method, referred to as the Related First Integral Theorem, for obtaining "derived" first integrals (i.e., constants of the motion) of mass-pole test particles with geodesic trajectories in a Riemannian space. By this method, which is based upon a process of Lie differentiation, additional conservation laws in the form of $m$ th order first integrals can be generated from a given $m$ th order first integral (conservation law), provided the space admits symmetries in the form of continuous groups of projective collineations (which include affine collineations and motions as special cases). We give in tensor form a reformulation of the well-known Poisson's theorem on constants of the motion for particles with geodesic trajectories. We then show for this class of trajectories that, as a method for generating $m$ th order first integrals from a given $m$ th order first integral, Poisson's theorem is a special case of the Related First Integral Theorem. It is also shown that dependency relations between generically related first integrals obtained by the Related First Integral Theorem are expressible in terms of the structure constants of the underlying continuous group of symmetries.


## 1. INTRODUCTION

It is generally recognized that the knowledge of conservation laws is of fundamental importance in the physical description of nature. It has also been observed that the existence of certain geometric symmetries described by continuous groups of motions or collineations lead to conservation laws expressible in the form of first integrals (i.e., constants of motion) of a dynamical system.

In this paper, we wish to consider the $m$ th order first integrals ( $m \mathrm{FI}$ ) of dynamical systems whose

[^8]trajectories are geodesics in a Riemannian space $V_{n}$. This class of trajectories is of particular importance in the general theory of relativity in that it includes the description of the motion of mass-pole test particles.
The geodesics are solutions of the equations ${ }^{1}$
\[

\frac{D p^{i}}{d s} \equiv \frac{d p^{i}}{d s}+\left\{$$
\begin{array}{c}
i  \tag{1.1}\\
j k
\end{array}
$$\right\} p^{j} p^{k}=0, \quad\left(p^{i} \equiv \frac{d x^{i}}{d s}\right),
\]

where the parameter $s$ represents arclength and $\left\{\begin{array}{l}i \\ \{j k\end{array}\right\}$ are the Christoffel symbols. These geodesics will admit

[^9]an $m$ th order first integral ( $m \mathrm{FI}$ )
\[

$$
\begin{equation*}
A_{i_{1}} \cdots i_{m} p^{i_{1}} \cdots p^{i_{m}}=k=\mathrm{const} \tag{1.2}
\end{equation*}
$$

\]

(where $A_{i_{1}} \cdots_{i_{m}}$ is completely symmetric on all indices), if and only if ${ }^{2}$

$$
\begin{equation*}
P\left\{A_{i_{1} i_{2} \cdots i_{m} ; i_{m+1}}\right\}=0 \tag{1.3}
\end{equation*}
$$

(see Ref. 3, p. 84).
It is well known that if a $V_{n}$ admits symmetries in the form of motions, then the geodesics admit linear first integrals (LFI) and conversely (see Ref. 4, p. 128 and Chap. VI. For a review of the physical interpretation of these LFI see Ref. 5.)

In a recent physics paper largely devoted to the study of particle conservation laws in general relativity, Davis and Moss ${ }^{6}$ pointed out that infinitesimal projective and affine collineations admitted by a $V_{n}$ lead to quadratic first integrals (QFI) of the geodesics. They thus established that geometric symmetries (other than motions) in the form of collineations lead to additional conservation laws. ${ }^{7}$

In the present paper we extend this work of Davis and Moss ${ }^{6}$ by means of the Related First Integral Theorem (RIT) to be proved in Secs. 3 and 4. This theorem provides a unifying method for obtaining conservation laws associated with symmetries defined by collineations, and in addition gives a geometric explanation of why the existence of certain $m \mathrm{FI}$ is to be associated with projective and affine collineations.

It is shown that if a $V_{n}$ admits a group of projective or affine collineations, or motions, and if, in addition, the space admits an $m \mathrm{FI}$, then, in general, the geodesics admit additional $m \mathrm{FI}$ which can be derived by a process of Lie differentiation with respect to the generating vectors of the stated symmetry group.

By applying the RIT to generate QFI in a $V_{n}$, we obtain the QFI found by Davis and Moss. ${ }^{6}$ Moreover, by use of this theorem, additional QFI can in general be generated, showing that more than one linearly independent QFI may be associated with each collineation. In this way, by systematic application of the

[^10]RIT in a $V_{n}$, a sequence of $m \mathrm{FI}$ for any $m$ can, in general, be generated (which we anticipate will lead to new conservation laws of physical significance).

As a means of examining the linear independence of the sequence of derived integrals generated by the RIT, we derive in Sec. 5 dependency relations involving the structure constants of the underlying group of symmetries.

An earlier well-known method for obtaining first integrals is given by Poisson's theorem on constants of the motion. We derive in tensor form a restatement of Poisson's theorem for mass particles with geodesic trajectories. We then compare Poisson's theorem with the RIT as methods for generating $m \mathrm{FI}$ from a given $m \mathrm{FI}$, and show that (for geodesic trajectories) Poisson's theorem may be considered as a special case of the RIT.

Although in this paper we are mainly concerned with the mathematical development of the RIT, we give several examples of physical interest.
To achieve mathematical generality, much of the work presented in this paper is based on affine spaces $A_{n}$ which include the Riemannian spaces $V_{n}$ as special cases. For an $A_{n}$, Eq. (1.1) defines the "paths" of the space, provided the Christoffel symbols, $\left\{\begin{array}{l}i, k\end{array}\right\}$ are replaced by the symmetric components of affine connection $\Gamma_{j k}^{i}$ and $s$ is taken to be a path parameter.

## 2. COLLINEATIONS AND MOTIONS

By definition, a projective collineation is a point transformation which transforms paths into paths. The condition that the point transformation

$$
\begin{equation*}
\bar{x}^{i}=x^{i}+\xi^{i}(x) \delta t \tag{2.1}
\end{equation*}
$$

(where $\delta t$ is considered an infinitesimal) defines an infinitesimal projective collineation is expressible in terms of the Lie derivative ${ }^{8,9}$ with respect to the vector $\xi^{i}$ in the form ${ }^{10}$

$$
\begin{equation*}
\mathcal{C}_{\xi}\left(\frac{D p^{i}}{d s}\right)=0 . \tag{2.2}
\end{equation*}
$$

It follows from (2.2) (see Ref. 10, p. 454 or Ref. 3, p. 126) that an $A_{n}$ admits an $r$-parameter group of proper projective collineations if

$$
\begin{equation*}
\xi_{(\alpha) ; i j}^{h}=\xi_{(\alpha)}^{k} B_{i j k}^{h}+\delta_{j}^{h} \phi_{(\alpha) i}+\delta_{i}^{h} \phi_{(\alpha) j}, \tag{2.3}
\end{equation*}
$$

where the $r$ linearly independent vectors $\xi_{(\alpha)}^{i}$ generate the group, the $\phi_{(\alpha)_{i}}$ is a set of $r$ vectors at least one

[^11]of which is not zero, and the $B_{i j k}^{h}$ are the curvature tensor components (see Ref. 3, p. 8).
For the case in which all $\phi_{(\alpha) i}=0$ in (2.3), the corresponding set of vectors $\xi_{(a)}^{i}$ is said to define an $r$-parameter group of affine collineations.

A $V_{n}$ is said to admit an $r$-parameter group of motions generated by the $r$ vectors $\xi_{(a)}^{i}$ if Killing's equations $\xi_{(\alpha) i ; j}+\xi_{(\alpha) ; i}=0$ are satisfied where $\xi_{i(\alpha)} \equiv g_{i j} \xi_{(a)}^{j}$ (see Ref. 4, p. 234). In this case, it follows that (2.3) with $\phi_{(\alpha) i}=0$ must be satisfied as integrability conditions (see Ref. 4, p. 237).

An affine collineation will be called proper if it is not a motion. (This, of course, applies only to $V_{n}$ spaces.)

Notation: We denote by $P C_{r}, A C_{r}$, and $M_{r}$ an $r$-parameter group of proper projective collineations, proper affine collineations, and motions, respectively, generated by the $r$ vectors $\xi_{(a)}^{i},(\alpha=1,2, \cdots, r)$.

An affine space $A_{n}$ will be called an $A_{n}^{*}$ space if its affine Ricci tensor is symmetric, i.e., $B_{i j}=B_{j i}$, where $B_{i j} \equiv B_{i j h}^{h}$. We are mainly concerned with collineations in $A_{n}^{*}$ spaces (which include $V_{n}$ spaces as special cases).

Assume now that an $A_{n}^{*}$ admits a $P C_{r}$. It follows from Ref. 3 [Eq. (46.8)] and the symmetry of $B_{i j}$, that vectors $\phi_{(\alpha) i}$ in Eq. (2.3) are gradients defined by $\phi_{(\alpha) i} \equiv \phi_{(\alpha) ; i}$ with scalar $\phi_{(x)}$ defined by

$$
\begin{equation*}
\phi_{(\alpha)} \equiv(n+1)^{-1} \xi_{(\alpha) ; i}^{i} . \tag{2.4}
\end{equation*}
$$

It is known that, under projective collineations in $A_{n}^{*}$ spaces, the pathparameters $s$ and $\bar{s}_{(\alpha)}$ along corresponding paths are related by (Ref. 3, p. 107)

$$
\begin{equation*}
d \tilde{s}_{(\alpha)}=e^{2 \phi(\alpha)+c} d s \tag{2.5}
\end{equation*}
$$

where $c$ is an arbitrary constant.
In the case of an infinitesimal projective collineation, we may write

$$
\begin{equation*}
d \bar{s}_{(\alpha)}=d s+\left(2 \phi_{(\alpha)}+c\right) d s \delta t . \tag{2.6}
\end{equation*}
$$

## 3. DERIVATION OF THE RELATED FIRST INTEGRAL THEOREM

Let us assume that the paths (1.1) of an $A_{n}^{*}$ admit an $m \mathrm{FI}$ (1.2), and in addition the $A_{n}^{*}$ admits a $P C_{r}$.

As a result of a collineation transformation, the $m \mathrm{FI}$ (1.2) is "dragged along" in the sense of Schouten (see Ref. 9, p. 102) as paths transform into paths. The $m \mathrm{FI}$ is deformed by this process and takes the form

$$
\begin{equation*}
\left(\bar{A}_{i_{1}} \cdots i_{m}(x)\right)_{\alpha} \bar{p}_{(\alpha)}^{i_{1}} \cdots \bar{p}_{(\alpha)}^{i_{m}}=\bar{k}_{\alpha}, \quad\left(\bar{p}_{(\alpha)}^{i} \equiv \frac{d x^{i}}{d \bar{s}_{(\alpha)}}\right), \tag{3.1}
\end{equation*}
$$

where

$$
\begin{align*}
\left.\left(\bar{A}_{i_{1}} \cdots i_{m}\right)\right)_{\alpha} \bar{p}_{(\alpha)}^{i_{1}} \cdots \bar{p}_{(\alpha)}^{i_{m}}= & A_{i_{1} \cdots i_{m}} p^{i_{1}} \cdots p^{i_{m}} \\
& +\mathcal{C}_{\alpha}\left(A_{i_{1}} \cdots i_{m} p^{i_{1}} \cdots p^{i_{m}}\right) \delta t \tag{3.2}
\end{align*}
$$

and

$$
\begin{equation*}
\bar{k}_{\alpha} \equiv k+\left(\mathfrak{C}_{\alpha} k\right) \delta t \tag{3.3}
\end{equation*}
$$

where $\mathcal{L}_{\alpha} \equiv \mathcal{C}_{\xi(\alpha)}$.
It therefore follows by Eqs. (3.2), (3.3), and (1.2)
that the deformed $m \mathrm{FI}$ (3.1) can be expressed as

$$
\begin{equation*}
\mathfrak{E}_{\alpha}\left(A_{i_{1} \cdots i_{m}} p^{i_{1}} \cdots p^{i_{m}}\right)=\mathfrak{E}_{\alpha} k \tag{3.4}
\end{equation*}
$$

If Eq. (3.4) is expanded, there results

$$
\left(\mathcal{C}_{\alpha} A_{i_{1} \cdots i_{m}}\right) p^{i_{1}} \cdots p^{i_{m}}-m A_{i_{1} \cdots i_{m}} p^{i_{1}} \cdots p^{i_{m-1}}
$$

$$
\begin{equation*}
\times\left(\mathfrak{C}_{\alpha} p^{i_{m}}\right)=\mathfrak{E}_{\alpha} k \tag{3.5}
\end{equation*}
$$

From Ref. 8, p. 89, we know that

$$
\begin{equation*}
\mathcal{C}_{\alpha} p^{i}=-p^{i} \frac{£_{\alpha} d s}{d s} . \tag{3.6}
\end{equation*}
$$

From the definition

$$
\mathcal{E}_{\alpha} d s=\lim _{\delta t \rightarrow 0} \frac{d \bar{s}_{\alpha}-d s}{\delta t}
$$

and Eq. (2.6), we find that

$$
\begin{equation*}
\mathcal{L}_{\alpha} d s=\left(2 \phi_{(\alpha)}+c\right) d s \tag{3.7}
\end{equation*}
$$

Substitution from Eqs. (3.6) and (3.7) into Eq. (3.5) and use of (1.2) gives

$$
\begin{align*}
& {\left[\left(\mathcal{C}_{\alpha} A_{i_{1} \cdots i_{m}}\right)-2 m \phi_{(\alpha)} A_{i_{1}} \cdots i_{m}\right] p^{i_{1}} \cdots p^{i_{m}} } \\
&=c m k+\mathcal{C}_{\alpha} k \equiv k_{(\alpha)} . \tag{3.8}
\end{align*}
$$

Since $\left(\mathcal{C}_{x} k\right) \delta t$ represents the change in $k$ induced by an infinitesimal point transformation of the form (2.1), we may consider $\mathfrak{L}_{\alpha} k$ expressible in the form $£_{\alpha} k=f_{(\alpha)}(k)$, and hence $£_{\alpha} k$ may be considered as a constant along a path. Thus, the right side of (3.8) is constant along a path, and hence the left side of (3.8) defines an $m \mathrm{FI}$ of the paths which is generically related to the original $m \mathrm{FI}$ (1.2).
In the following section, we give an alternate proof that the left side of (3.8) defines an $m \mathrm{FI}$.

## 4. ALTERNATE PROOF

Define

$$
\begin{equation*}
A_{(\alpha) i_{1} \cdots i_{m}} \equiv \mathcal{E}_{\alpha} A_{i_{1} \cdots i_{m}}-2 m \phi_{(\alpha)} A_{i_{1} \cdots i_{m}} \tag{4.1}
\end{equation*}
$$

We show that

$$
\begin{equation*}
P\left\{A_{(\alpha) i_{1} \cdots i_{m} ; i_{m+1}}\right\}=0 \tag{4.2}
\end{equation*}
$$

which, by Eq. (1.3), will prove that

$$
\begin{equation*}
A_{(\alpha) i_{1}} \cdots i_{m} p^{i_{1}} \cdots p^{i_{m}}=\mathrm{const} \tag{4.3}
\end{equation*}
$$

is an $m \mathrm{FI}$ of the paths (1.1) of an $A_{n}^{*}$.
From (4.1) and the left side of (4.2), we obtain, by
use of (1.3),

$$
\begin{align*}
& P\left\{A_{(\alpha) i_{1} \cdots i_{m} ; i_{m+1}}\right\} \\
& =P\left\{A_{i_{1} \cdots i_{m} ; j i_{m+1}} \xi_{(\alpha)}^{j}+A_{i_{1} \cdots i_{m} ; j} \xi_{(\alpha) ; i_{m+1}}^{j}\right. \\
& \quad+\sum_{h=1}^{m} A_{i_{1} \cdots i_{h-1} j i_{h+1} \cdots i_{m} ; i_{m+1}} \xi_{(\alpha) ; i_{h}}^{j} \\
& \quad+\sum_{h=1}^{m} A_{i_{1} \cdots i_{h-1} j i_{h+1} \cdots i_{m}} \xi_{(\alpha) ; i_{h} i_{m+1}}^{j} \\
&  \tag{4.4}\\
& \left.\quad-2 m \phi_{(\alpha) ; i_{m+1}} A_{i_{1} \cdots i_{m}}\right\}
\end{align*}
$$

In Eq. (4.4), we note the right-hand side contains a sum of $(m+1)^{2}$ terms which add to zero by (1.3). As a consequence, we can write (4.4) in the form

$$
\begin{align*}
& P\left\{A_{\left.(\mathrm{z}) i_{1} \cdots i_{m}: i_{m+1}\right\}}\right\} \\
& \begin{aligned}
= & P\left\{A_{i_{1} \cdots i_{m} ; j i_{m+1}} \xi_{(\alpha)}^{j}+\right.
\end{aligned} \sum_{h=1}^{m} A_{i_{1} \cdots i_{h-1} j i_{h+1} \cdots i_{m}} \xi_{(\alpha) i_{h} i_{m+1}}^{j} \\
&  \tag{4.5}\\
& \left.\quad-2 m \phi_{(\alpha) ; i_{m+1}} A_{i_{1} \cdots i_{m}}\right\},
\end{align*}
$$

$$
\begin{align*}
& A_{i_{1} \cdots i_{m} ; j i_{m+1}} \\
& \quad=A_{i_{1} \cdots i_{m} ; i_{m+1} j}+\sum_{h=1}^{m} A_{i_{1} \cdots i_{h-1} k i_{h+1} \cdots i_{m}} B_{i_{h} j i_{m+1}}^{k} \tag{4.6}
\end{align*}
$$

we substitute for the first term on the right-hand side of (4.5) and obtain

$$
\begin{align*}
& P\left\{A_{(\alpha) i_{1} \cdots i_{m}: i_{m+1}}\right\} \\
& =P\left\{A_{i_{1} \cdots i_{m} ; i_{m+1} j_{(\alpha)}}^{\xi_{(\alpha)}^{j}+\sum_{n=1}^{m} A_{i_{1} \cdots i_{h-1} j i_{h+1} \cdots i_{m}}} \begin{array}{l}
\left.\quad \times\left(\xi_{(\alpha)}^{k} B_{i_{h} k i_{m+1}}^{j}+\xi_{(\alpha) ; i_{h} i_{m+1}}^{j}\right)-2 m \phi_{(\alpha) ; i_{m+1}} A_{i_{1} \cdots i_{m}}\right\}
\end{array} .\right.
\end{align*}
$$

The first term on the right-hand side of (4.7) vanishes by (1.3), and by (2.3) the second covariant derivatives of $\xi_{(\alpha)}^{j}$ can be eliminated from the remaining terms. The resulting expression can be reduced to

$$
\begin{align*}
& P\left\{A_{(\alpha) i_{1}} \cdots i_{m} ; i_{n+1}\right. \\
&\}\} \\
& P\left\{\begin{array}{l}
m A_{i_{1} \cdots i_{m}} \phi_{(\alpha) ; i_{m+1}} \\
\end{array}\right.  \tag{4.8}\\
&+\sum_{h=1}^{m} A_{i_{1} \cdots i_{h-1} i_{m+1} i_{n+1} \cdots i_{m}} \phi_{(\alpha) ; i_{h}} \\
&\left.-2 m \phi_{(\alpha) ; i_{m+1}} A_{i_{1} \cdots i_{m}}\right\}
\end{align*}
$$

Finally, if the right-hand side of (4.8) be expanded by permuting indices as indicated, we obtain (4.2).

We may thus state the theorem to follow.
Theorem 4.1 (Related First Integral Theorem): If an affine space $A_{n}^{*}$ admits a $P C_{r}$ (group of proper
projective collineations), and if the paths of the $A_{n}^{*}$ admit an $m$ FI ( $m$ th order first integral) (1.2), then the paths will admit the $r$ additional $m \mathrm{FI}$
$A_{(\alpha) i_{1} \cdots i_{m}} p^{i_{1}} \cdots p^{i_{m}}=\mathrm{const}, \quad(\alpha=1, \cdots, r)$,
where $A_{(\alpha) i_{1} \ldots i_{m}}$ is defined by (4.1).
Corollary 4.1: If a space $A_{n}$ admits an $A C_{r}$ (group of proper affine collineations) and an $m \mathrm{FI}$ (1.2), then the $A_{n}$ will admit the $r$ additional $m \mathrm{FI}$ (4.9), where $A_{(\alpha) i_{1}} \cdots i_{m}$ is defined by (4.1) with all $\phi_{(\alpha)}=0$. Theorem 4.1 also holds for a $V_{n}$ admitting a $P C_{r}$, an $A C_{r}$, or an $M_{r}$ (motions).

In Corollary 4.1, with the case of a $V_{n}$ admitting a $P C_{r}$ and where $A_{i j}=g_{i j}$ (the components of the metric tensor) and $m=2$, the quadratic first integrals $\left(\mathcal{C}_{\alpha} g_{i j}-4 \phi_{(\alpha)} g_{i j}\right) p^{i} p^{j}=\mathrm{const}$ [given by (4.1)] have been obtained by Davis and Moss ${ }^{6}$ in a slightly different notation.

Definition: Integrals (4.9) will be called "first derived integrals" with respect to the integral (1.2). In a like manner $k$ th derived first integrals can be obtained with respect to ( $k-1$ )-derived integrals, for $k=1,2,3, \cdots$. Dependency relations between such derived integrals are considered in the section to follow. Examples of such integrals are given in Sec. 9.

## 5. DEPENDENCY RELATIONS BETWEEN DERIVED INTEGRALS

Let an $A_{n}^{*}$ satisfy the conditions of Theorem 4.1 and define the second derived integral coefficient
$A_{(\beta x) i_{1} \cdots i_{m}} \equiv \mathrm{C}_{\beta} A_{(x) i_{1}} \cdots i_{m}-2 m \phi_{(\beta)} A_{(\alpha) i_{1} \cdots i_{m}}$
with $A_{(a) i_{1} \cdots i_{n}}$ defined by (4.1). It follows from Eq. (4.1) that

$$
\begin{gather*}
A_{(\beta \alpha) i_{1} \cdots i_{m}}-A_{(\alpha \beta) i_{1} \cdots i_{m}}=\left(\mathcal{L}_{\beta} \mathcal{L}_{\alpha}-\mathcal{L}_{\alpha} \mathscr{L}_{\beta}\right) A_{i_{1} \cdots i_{m}} \\
-2 m\left(\mathcal{L}_{\beta} \phi_{(\alpha)}-\mathcal{L}_{\alpha} \phi_{(\beta)}\right) A_{i_{1}} \cdots i_{m} . \tag{5.2}
\end{gather*}
$$

From Ref. 8, pp. 29 and 35, we can write

$$
\begin{equation*}
\mathcal{L}_{\beta} \mathfrak{L}_{\alpha}-\mathscr{L}_{\alpha} \mathscr{L}_{\beta}=C_{\beta \alpha}^{\gamma} \mathscr{L}_{\gamma}, \tag{5.3}
\end{equation*}
$$

where $C_{\beta_{x}}^{\gamma}$ are the structure constants of the $P C_{r}$ admitted by the $A_{n}^{*}$.

By the use of Eqs. (2.4), (5.3), and the Ricci identity, we can write Eq. (5.2) in the form

$$
\begin{align*}
& A_{(\beta \alpha) i_{1} \cdots i_{m}}-A_{(\alpha \beta) i_{1} \cdots i_{m}} \\
& \quad=C_{\beta \alpha}^{\gamma} c_{\gamma} A_{i_{1}} \cdots i_{m}  \tag{5.4}\\
& \quad-\frac{2 m}{n+1}\left(\mathcal{L}_{\beta} \xi_{(\alpha)}^{j}\right)_{; j} A_{i_{1}} \cdots i_{m}
\end{align*}
$$

It follows (Ref. 8, p. 29) that

$$
\begin{align*}
A_{\left(\beta_{\alpha}\right) i_{1} \cdots i_{m}} & -A_{(\alpha \beta) i_{1} \cdots i_{m}} \\
& =C_{\beta \alpha}^{\gamma}\left[C_{\gamma} A_{i_{1}} \cdots i_{m}\right. \\
& =C_{\beta \alpha}^{\gamma} A_{(\gamma) i_{1} \cdots i_{m}} . \tag{5.5}
\end{align*}
$$

If the extreme sides of Eq. (5.5) be multiplied by $p^{i_{1}} \cdots p^{i_{m}}$ (and summed), the resulting equation may be expressed in the form

$$
\begin{equation*}
k_{(\beta \alpha)}-k_{(\alpha \beta)}=C_{\beta \alpha}^{p} k_{(\gamma)}, \tag{5.6}
\end{equation*}
$$

where $k_{(\alpha)}, k_{(\alpha \beta)}$ are the respective constants of motion defined by the $m \mathrm{FI}$

$$
A_{(\alpha) i_{1} \cdots i_{m}} p^{i_{1}} \cdots p^{i_{m}}, \quad A_{(\alpha \beta) i_{1} \cdots i_{m}} p^{i_{1} \cdots} p^{i_{m}} .
$$

We can thus state:
Theorem 5.1: If an $A_{n}^{*}$ admits a $P C_{r}$ and an $m \mathrm{FI}$ (1.2), then the first and second derived integrals based on (1.2) satisfy a linear dependence relation of the form (5.5), and the corresponding constants of the motion satisfy (5.6).

Corollary 5.1: If an $A_{n}$ admits an $A C_{r}$ and an $m \mathrm{FI}$, then dependency relations (5.5) and (5.6) hold with $\phi_{(x)}=0$. If a $V_{n}$ admits a $P C_{r}$, or an $A C_{r}$, or an $M_{r}$, and also an $m \mathrm{FI}$, then (5.5) and (5.6) hold.

We now consider some special types of dependence relations in a $V_{n}$. If, in Corollary 4.1 for a $V_{n}$ admitting an $M_{r}$ (motions), we take $A_{i j}=g_{i j}$, we immediately have that $A_{(\alpha) i j}=\mathfrak{L}_{\alpha} g_{i j}=0$. ( $\mathfrak{L}_{\alpha}$ of course refers to vector $\xi_{(\alpha)}$ of the motion.) We thus see that the first derived integrals, and hence those of all orders, are identically zero in this instance.

Consider again the above $V_{n}$ admitting an $M_{r}$. From the fact that $\xi_{(\alpha) i}$ satisfy Killing's equation it follows that $\xi_{(z)} p^{i} \equiv L_{\alpha}$ are linear first integrals. By Ref. 8, p. 29, we have that the first derived integrals $\left(\mathcal{C}_{\beta} \xi_{(\alpha) i}\right) p^{i}=C_{\beta \alpha}^{\gamma}\left(\xi_{\langle\gamma\rangle i} p^{i}\right)=C_{\beta_{\alpha}}^{\gamma} L_{\gamma}$. It follows that all derived integrals based on the $L_{\alpha}$ are linearly dependent on these $L_{\alpha}$. It also follows that derived integrals based on $m \mathrm{FI}$ which are products of the $L_{\alpha}$ 's will be linearly dependent on these products. (For examples of $m \mathrm{FI}$ expressible as products of LFI, see Ref. 11.)

Finally, consider a $V_{n}$ admitting an $A C_{r}$. Based on the fundamental quadratic first integral $g_{i j} p^{i} p^{j}$, we form the first derived integral with coefficients

$$
\begin{equation*}
A_{(\alpha) i j}=\mathfrak{E}_{\alpha} g_{i j}=\xi_{(\alpha) i ; j}+\xi_{(\alpha) ; i ;} . \tag{5.7}
\end{equation*}
$$

Next, form the second derived integral with coefficients

$$
\begin{equation*}
A_{(\beta \alpha) i j}=\mathcal{L}_{\beta} A_{(\alpha) i j}=\mathcal{L}_{\beta}\left[\xi_{(\alpha) i: j}+\xi_{(\alpha) ; i}\right] . \tag{5.8}
\end{equation*}
$$

By Ref. 8, p. 16, we can interchange the order of Lie differentiation and covariant differentiation to obtain

$$
\begin{align*}
A_{(\beta \alpha) i j}=\left(\mathcal{C}_{\beta} \xi_{(\alpha) i}\right)_{; j}+\left(\mathcal{C}_{\beta} \xi_{(\alpha))}\right) ; i & =C_{\beta \alpha}^{\gamma}\left[\xi_{(\gamma) ; j}+\xi_{(\gamma) ; i}\right] \\
& =C_{\beta \alpha}^{\gamma} A_{(\alpha) i j} . \tag{5.9}
\end{align*}
$$

[^12]This may also be expressed as $A_{(\beta \alpha) i j}=£_{\beta} £_{a} g_{i j}=$ $C_{\beta_{\alpha}}^{\nu}\left(£_{\gamma} g_{i}\right)$. This gives us the theorem:

Theorem 5.2: If a $V_{n}$ admits an $A C_{r}$, the second (and higher-order) derived integrals based on the fundamental quadratic first integral $g_{i j} p^{i} p^{j}$ are linearly dependent on the first derived integrals.

In general, a similar result for $V_{n}$ admitting a $P C_{r}$ will not hold for the dependence of second-derived on first-derived integrals (see Sec. 9).

## 6. COMPARISON WITH POISSON'S THEOREM

In this section we consider relations between Poisson's theorem on constants of motion and the Related First Integral Theorem.

The well-known Poisson's theorem ${ }^{12,13}$ states that if $U$ and $V$ are constants of the motion of a trajectory of a dynamical system, then the Poisson bracket $[U, V] \equiv W$ is also a constant of the motion.

Let us now consider the formulation of Poisson's theorem for mass particles with geodesic trajectories in a $V_{n}$. Assume then that a $V_{n}$ admits an $m \mathrm{FI}$ and a $q$ FI given, respectively, by

$$
\begin{align*}
& A_{i_{1} \cdots i_{m}} p^{i_{1}} \cdots p^{i_{m}} \equiv A^{i_{1} \cdots i_{m}} p_{i_{1}} \cdots p_{i_{m}} \equiv U\left(x^{j}, p_{k}\right),  \tag{6.1}\\
& B_{i_{1} \cdots i_{q}} p^{i_{1}} \cdots p^{i_{q}} \equiv B^{i_{1} \cdots i_{q}} p_{i_{1}} \cdots p_{i_{q}} \equiv V\left(x^{j}, p_{k}\right), \tag{6.2}
\end{align*}
$$

where

$$
\begin{equation*}
p_{i} \equiv g_{i j} p^{j} \tag{6.3}
\end{equation*}
$$

In the Poisson bracket

$$
\begin{equation*}
[U, V] \equiv \sum_{k=1}^{n}\left(\frac{\partial U}{\partial x^{k}} \frac{\partial V}{\partial p_{k}}-\frac{\partial U}{\partial p_{k}} \frac{\partial V}{\partial x^{k}}\right) \tag{6.4}
\end{equation*}
$$

we substitute for $U$ and $V$ from Eqs. (6.1) and (6.2) and obtain

$$
\begin{align*}
{[U, V] } & =\left(q \frac{\partial A^{i_{1} \cdots i_{m}}}{\partial x^{k}} B^{k i_{m+1} \cdots i_{m+q-1}}\right. \\
& \left.-m \frac{\partial B^{i_{1} \cdots i_{J}}}{\partial x^{k}} A^{k i_{q+1} \cdots i_{m+a-1}}\right) p_{i_{1} \ldots p_{i_{m+q-1}}} \tag{6.5}
\end{align*}
$$

where the complete symmetry of $A^{i_{1} \cdots i_{m}}$ and $B^{i_{1} \cdots i_{q}}$ on all their respective indices has been used.

By use of the definition of covariant derivative, the partial derivatives in (6.5) can be replaced to give the following explicit tensor formulation of the Poisson

[^13]
## bracket:

$$
\begin{align*}
& {[U, V]=\left(q A_{; k}^{i_{1} \cdots i_{m}} B^{k i_{m+1} \cdots i_{m+1}-1}\right.} \\
& \left.\quad-m B_{; k}^{i_{1} \cdots i_{q}} A^{k i_{q+1} \cdots i_{m+q-1}}\right) p_{i_{1}} \cdots p_{i_{m+q-1}} \tag{6.6}
\end{align*}
$$

We note that the constants of motion $W=[U, V]$ as given by the right side of (6.6) are of order $m+q-1$.

The above results, which we consider as a new formulation of Poisson's theorem for first integrals of geodesic motion, can be stated as follows:

Theorem 6.1: If the geodesics of a $V_{n}$ admit the $m$ FI (6.1) and the $q$ FI (6.2), then the first integral defined by the Poisson bracket (6.4) is of order $m+q-1$ and is expressible in the tensor form (6.6).

It is observed that the order $m+q-1$ as given by Theorem 6.1 is, in general, greater than the orders $m$ or $q$ of either of the original first integrals. However, the derived first integrals as given by the RIT are always of the same order as the original integral (see Theorem 4.1). Thus, in order to compare the two theorems as methods for generating first integrals (of geodesics) of order $m$ from a given first integral of order $m$, we take $q=1$ in Theorem 6.1.

We therefore consider a $V_{n}$ which admits an $M_{r}$ of motions. The geodesics then admit LFI $(q=1)$,

$$
\begin{equation*}
\xi_{(\alpha) i} p^{i}=\xi_{(\alpha)}^{i} p_{i} \equiv B_{(\alpha)}^{i} p_{i} \equiv V_{(\alpha)} \tag{6.7}
\end{equation*}
$$

In addition, assume the geodesics admit an $m \mathrm{FI}$ (1.2), which we express in the form (6.1).

If in (6.6) with $V$ replaced by $V_{(\alpha)}$ and with $q=1$, we make use of the skew symmetry of $\xi_{(\alpha)_{i ; j}}$ in $i$ and $j$ (due to Killing's equation; see Sec. 2), then it is found that (6.6) is expressible in the form

$$
\begin{align*}
{\left[U, V_{\alpha}\right] } & =\left(A_{i_{1} \cdots i_{m} ; k} \xi_{(\alpha)}^{k}\right. \\
& \left.+\sum_{h=1}^{m} A_{i_{1}} \cdots i_{h-1} k i_{h+1} \cdots i_{m} \xi_{(\alpha) ; i_{h}}^{k}\right) p^{i_{1} \cdots p^{i_{m}}} \tag{6.8}
\end{align*}
$$

In terms of the Lie derivative, (6.8) can be written

$$
\begin{equation*}
\left[U, V_{\alpha}\right]=\left(\mathcal{C}_{\alpha} A_{i_{1} \cdots i_{m}}\right) p^{i_{1}} \cdots p^{i_{m}} \tag{6.9}
\end{equation*}
$$

From Theorem 4.1, it is seen that the right side of (6.9) is an $m \mathrm{FI}$ of the geodesics. Hence we can state the following theorem:

Theorem 6.2: If a $V_{n}$ admits a group $M_{r}$ of motions [so that the $V_{n}$ admits the LFI (6.7)] and an $m \mathrm{FI}$ (6.1), then the first integrals generated by the Poisson brackets (6.6) with $q=1$ are of order $m$ and are identical with the first derived integrals obtained by the Related First Integral Theorem using the $m \mathrm{FI}$
(6.1) and with Lie differentiation taken with respect to the vectors $\xi_{(a)}^{i}$ of the $M_{r}$ of motions.

If a $V_{n}$ admits a $P C_{r}$ or an $A C_{r}$ of collineations and an $m \mathrm{FI}$, then the RIT will generate additional $m \mathrm{FI}$, in general not obtainable by Poisson's Theorem 6.1. Hence it follows that Poisson's theorem with $q=1$ may be considered as a special case of the RIT. However, if $q>1, m>1$, then Poisson's theorem may be regarded as another method, distinct from the RIT, for obtaining additional first integrals.

## 7. SPECIAL FIRST INTEGRALS

The integral (1.2) is called a special first integral ${ }^{14}$ if

$$
\begin{equation*}
A_{i_{1}} \cdots i_{m} ; i_{m+1}=0 \tag{7.1}
\end{equation*}
$$

Assume an $A_{n}$ admits an $A C_{r}$ and also a special $m \mathrm{FI}$. From the results of Sec. 4, we obtain the derived integrals (4.9), where

$$
\begin{equation*}
A_{(\alpha) i_{1} \cdots i_{m}}=\mathfrak{L}_{\alpha} A_{i_{1}} \cdots i_{m} \tag{7.2}
\end{equation*}
$$

and $A_{i_{1} \cdots i_{m}}$ satisfies (7.1).
Since we are dealing with an $A C_{r}$, it follows that Lie differentiation and covariant differentiation commute (see Ref. 8, p. 16); hence from (7.2) we may write

$$
\begin{equation*}
A_{(\alpha) i_{1} \cdots i_{m} ; i_{m+1}}=\mathfrak{L}_{\alpha}\left(A_{i_{1} \cdots i_{m} ; i_{m+1}}\right)=0 \tag{7.3}
\end{equation*}
$$

It follows that the first derived integrals will also be special integrals, and thus, this will likewise be true for all higher-order derived integrals. We may then state the following theorem:

Theorem 7.1: If the paths of an $A_{n}$ admit a special $m \mathrm{FI}(1.2)$, and if the $A_{n}$ admits an $A C_{r}$, then all derived $m$ FI $A_{\left(\alpha_{1} \cdots \alpha_{k}\right) i_{1} \cdots i_{m}} p^{i_{1}} \cdots p^{i_{m}}=$ const $(k=$ $1,2, \cdots$ ) are also special.

## 8. DERIVED $(m-1)$ FI OBTAINED FROM $m$ FI

Here we assume the paths of an $A_{n}$ admit the $m \mathrm{FI}$ (1.2), and also that the $A_{n}$ admits a vector $\lambda^{i}$ such that

$$
\begin{align*}
& \mathcal{L}_{\lambda} A_{i_{1} \cdots i_{m}} \equiv A_{i_{1}} \cdots i_{m} ; j \\
& \quad \lambda^{j}  \tag{8.1}\\
&+\sum_{h=1}^{m} A_{i_{1} \cdots i_{h-1} j i_{h+1} \cdots i_{m}} \lambda_{; i_{h}}^{j}=0 .
\end{align*}
$$

If the $\sum$ term in (8.1) is replaced by its equivalent

$$
\sum_{h=1}^{m}\left[\left(A_{i_{1} \cdots i_{h-1} j i_{h+1}} \cdots i_{m} \lambda^{j}\right)_{; i_{h}}-A_{i_{1} \cdots i_{h-1} j i_{h+1}} \cdots i_{m} ; i_{h} \lambda^{j}\right]
$$

and (1.3) is used, then (8.1) can be expressed as

$$
\begin{equation*}
\sum_{h=1}^{m}\left(A_{i_{1} \cdots i_{h-1} j i_{h+1} \cdots i_{m}} \lambda^{j}\right)_{; i_{h}}+2 A_{i_{1} \cdots i_{m} ; j} \lambda^{j}=0 \tag{8.2}
\end{equation*}
$$

[^14]Since $A_{i_{1} \cdots i_{m}}$ is completely symmetric, we can define another completely symmetric tensor of order $m-1$ by

$$
\begin{equation*}
B_{i_{1} \cdots i_{m-1}} \equiv A_{i_{1} \cdots i_{m-1} j} \lambda^{j} \tag{8.3}
\end{equation*}
$$

By use of (8.3), we express (8.2) in the form

$$
\begin{equation*}
P\left\{B_{i_{1} i_{2} \cdots i_{m-1} ; i_{m}}\right\}+2 A_{i_{1} \cdots i_{m} ; j} \lambda^{j}=0 \tag{8.4}
\end{equation*}
$$

Now if the second term on the left side of (8.4) vanishes, then (8.4) reduces to the necessary and sufficient conditions for the existence of an $(m-1) \mathrm{FI}$. Hence we have the following:

Theorem 8.1: If the paths of an $A_{n}$ admit the $m \mathrm{FI}$ (1.2), and if the $A_{n}$ admits a vector $\lambda^{i}$ such that

$$
A_{i_{1} \cdots i_{m} ; j^{j}} \lambda^{j}=0
$$

and

$$
\mathcal{L}_{\lambda} A_{i_{1} \cdots i_{m}}=0,
$$

then the $A_{n}$ will admit an $(m-1) \mathrm{FI}$ given by

$$
B_{i_{1} \cdots i_{m-1}} p^{i_{1} \cdots p^{i_{m-1}}=\mathrm{const}, ~}
$$

where $B_{i_{1}} \cdots i_{m}$ is defined by (8.3).

## 9. ILLUSTRATIONS OF THE RELATED FIRST INTEGRAL THEOREM

In this section, we illustrate the various theorems obtained above.

Example 1: To illustrate the Related First Integral Theorem, consider the $V_{4}$ of Minkowski space-time of special relativity with metric

$$
\begin{equation*}
d s^{2}=-\left(d x^{1}\right)^{2}-\left(d x^{2}\right)^{2}-\left(d x^{3}\right)^{2}+\left(d x^{4}\right)^{2} \tag{9.1}
\end{equation*}
$$

From Ref. 3, p. 127, it is known that this $V_{4}$ admits a 24 -parameter group $G_{24}$ generated by the vectors

$$
\begin{equation*}
\xi^{i}=a_{h} x^{h} x^{i}+b_{h}^{i} x^{h}+c^{i}, \tag{9.2}
\end{equation*}
$$

which include a $P C_{4}$, an $A C_{10}$, and an $M_{10}$
Let us assume a particle with rest mass $m_{0}$ moves along a geodesic in this space-time. It is well known ${ }^{5}$ that there exists a set of 10 LFI associated with the motion of this particle. We select from this set the LFI which describes the constancy of linear momentum in the $x^{1}$ direction:

$$
\begin{equation*}
A_{i} p^{i} \equiv m_{0} p^{i}=\mathrm{const}, \quad\left(A_{i}=m_{0} \delta_{i}^{1}\right) \tag{9.3}
\end{equation*}
$$

We take for a projective collineation vector and related scalar,

$$
\begin{equation*}
\xi_{(2)}^{i} \equiv x^{i} x^{2}, \quad \phi_{(2)}=x^{2} \tag{9.4}
\end{equation*}
$$

obtained from (9.2) and (2.4), respectively, [with $a_{j}=\delta_{j}^{2}, b_{j}^{i}=0, c^{i}=0$ in (9.2)].

If we substitute from (9.3) and (9.4) into (4.1), we obtain the first-derived LFI (4.3) in the form

$$
\begin{equation*}
A_{(2) i} p^{i} \equiv m_{0}\left(x^{1} p^{2}-x^{2} p^{1}\right)=\mathrm{const} . \tag{9.5}
\end{equation*}
$$

It is observed that this derived integral infers the constancy of angular momentum of the particle about the $x^{3}$ axis.

In a similar manner, we can obtain as derived LFI all six LFI associated with the 6-parameter homogeneous Lorentz group by starting with the four LFI associated with the 4-parameter translation group.

Example 2: We again consider the Minkowski $V_{4}$ [Eq. (9.1)] and the $G_{24}$ defined by Eq. (9.2). The vector $\xi_{(1)}^{i} \equiv x^{1} x^{i}$ obtained from Eq. (9.2) gives a projective collineation with $\phi_{(1)}=x^{1}$. In Eq. (1.2), we take $m=2$ and $A_{i j}=g_{i j}$ as determined from (9.1), so that (1.2) is the quadratic first integral

$$
\begin{equation*}
A_{i j} p^{i} p^{j}=-\left(p^{1}\right)^{2}-\left(p^{2}\right)^{2}-\left(p^{3}\right)^{2}+\left(p^{4}\right)^{2}=\mathrm{const} . \tag{9.6}
\end{equation*}
$$

From Theorem 4.1, we calculate the first derived integral (4.9) using (4.1), and obtain

$$
\begin{align*}
A_{(1) i j} p^{i} p^{j}= & \left(\mathcal{L}_{1} g_{i j}-4 \phi_{(1)} g_{i j}\right) p^{i} p^{j} \\
= & 2\left[x^{1}\left(p^{2}\right)^{2}+x^{1}\left(p^{3}\right)^{2}-x^{1}\left(p^{4}\right)^{2}-x^{2} p^{1} p^{2}\right. \\
& \left.\quad-x^{3} p^{1} p^{3}+x^{4} p^{1} p^{4}\right] \tag{9.7}
\end{align*}
$$

The second derived integral is calculated to be

$$
\begin{align*}
A_{(1,1) i j} p^{i} p^{j}= & \left(\mathfrak{L}_{1} A_{(1) i j}-4 \phi_{(1)} A_{(1) i j}\right) p^{i} p^{j} \\
= & 2\left\{\left[-\left(x^{2}\right)^{2}-\left(x^{3}\right)^{2}+\left(x^{4}\right)^{2}\right]\left(p^{1}\right)^{2}\right. \\
& -\left(x^{1}\right)^{2}\left(p^{2}\right)^{2}-\left(x^{1}\right)^{2}\left(p^{3}\right)^{2}+\left(x^{1}\right)^{2}\left(p^{4}\right)^{2} \\
& \left.+2 x^{1} x^{2} p^{1} p^{2}+2 x^{1} x^{3} p^{1} p^{3}-2 x^{1} x^{4} p^{1} p^{4}\right\} . \tag{9.8}
\end{align*}
$$

The third (and consequently all higher-order) derived integrals (derived from use of $\xi_{(1)}^{i}$ ) turn out to be identically zero. By inspection, it can be seen that the three quadratic first integrals [Eqs. (9.6)-(9.8)] are linearly independent.

It is easily shown that the above derived QFI [Eqs. (9.7) and (9.8)] are expressible as sums of products of the LFI admitted by the $V_{4}$ defined by Eq. (9.1). This fact is a consequence of a known property of $V_{n}$ spaces of constant curvature (see Ref. 11). However, this property will not hold in general in $V_{n}$ spaces not of constant curvature. This is illustrated in Example 3.

Example 3: We consider the $V_{2}$ (of nonconstant curvature) defined by

$$
d s^{2}=\frac{y^{2}}{y^{2}+1} d x^{2}+\frac{y^{2}}{\left(y^{2}+1\right)^{2}} d y^{2}
$$

where we are now using the notation $x^{1}=x, x^{2}=y$. It is known (by Levine ${ }^{15}$ ) that this $V_{2}$ admits a $G_{2}$ defined by contravariant vectors

$$
\begin{equation*}
\xi_{(1)}=(1,0) ; \quad \xi_{(2)}=(x, y) \tag{9.9}
\end{equation*}
$$

where $\xi_{(1)}$ defines a motion, and $\xi_{(2)}$ a proper projective collineation.

Corresponding to $\xi_{(2)}^{i}$, we calculate scalar $\phi_{(2)}$ to be

$$
\phi_{(2)}=\left(y^{2}+4\right) / 3\left(y^{2}+1\right)
$$

Based on the fundamental quadratic first integral

$$
\begin{align*}
g_{i j} p^{i} p^{j} & \equiv A_{i j} p^{i} p^{j} \\
& =\frac{y^{2}}{y^{2}+1}\left(p^{1}\right)^{2}+\frac{y^{2}}{\left(y^{2}+1\right)^{2}}\left(p^{2}\right)^{2} \equiv A \tag{9.10}
\end{align*}
$$

we calculate the following derived integrals:

$$
\begin{align*}
& A_{(2) i j} p^{i} p^{j}=\left(\mathfrak{L}_{2} A_{i j}-4 \phi_{(2)} A_{i j}\right) p^{i} p^{j} \\
& \quad=\frac{2 y^{2}\left(y^{2}-2\right)}{3\left(y^{2}+1\right)^{2}}\left(p^{1}\right)^{2}-\frac{4 y^{2}}{3\left(y^{2}+1\right)^{2}}\left(p^{2}\right)^{2} \equiv A_{(2)} \tag{9.11}
\end{align*}
$$

$$
\begin{align*}
& A_{(2,2) i j} p^{i} p^{j}=\left(\mathcal{L}_{2} A_{(2) i j}-4 \phi_{(2)} A_{(2) i j}\right) p^{i} p^{j} \\
& \quad=\frac{4 y^{2}\left(y^{2}+4\right)}{9\left(y^{2}+1\right)^{2}}\left(p^{1}\right)^{2}+\frac{16 y^{2}}{9\left(y^{2}+1\right)^{2}}\left(p^{2}\right)^{2} \equiv A_{(2,2)} \tag{9.12}
\end{align*}
$$

It can be shown that the first integrals [(9.10-(9.12)] are linearly dependent according to the relation

$$
\begin{equation*}
6 A_{(2)}+9 A_{(2.2)}-8 A=0 \tag{9.13}
\end{equation*}
$$

It is found that the derived integrals are

$$
\begin{equation*}
A_{(1) i j} p^{i} p^{j} \equiv 0, \quad A_{(1,2) i j} p^{i} p^{j} \equiv 0 \tag{9.14}
\end{equation*}
$$

It follows from Eqs. (9.13) and (9.14) that all other derived integrals based on Eq. (9.10) and $G_{2}$ defined by Eq. (9.9) are either identically zero or are linearly dependent on $A$ and $A_{(2)}$.

[^15]The only linearly independent LFI admitted by this $V_{2}$ is given by

$$
\xi_{(1) i} p^{i}=\xi_{(1) 1} p^{1}=\frac{y^{2}}{y^{2}+1} p^{1} \equiv L
$$

It is evident that none of the QFI, $A, A_{(2)}$, or $A_{(2,2)}$ is expressible as a constant times the square of $L$.

Example 4: From Ref. 15, p. 471, it is known that the $A_{2}$, defined by

$$
\begin{gathered}
\Gamma_{11}^{1}=\frac{2}{y^{2}}, \quad \Gamma_{12}^{1}=\frac{-1}{y}, \quad \Gamma_{22}^{1}=0, \quad \Gamma_{11}^{2}=\frac{4}{y^{3}} \\
\Gamma_{12}^{2}=\frac{1}{y^{2}}, \quad \Gamma_{22}^{2}=\frac{-2}{y}
\end{gathered}
$$

admits the $A C_{3}$ generated by

$$
\begin{gather*}
\xi_{(1)}=(1,0), \quad \xi_{(2)}=(2 x, y)  \tag{9.15}\\
\xi_{(3)}=\left(x^{2}, x y\right), \quad\left(x^{1}=x, x^{2}=y\right)
\end{gather*}
$$

It can be shown that this $A_{2}$ admits the LFI

$$
\begin{equation*}
A_{i} p^{i} \equiv-\frac{2}{y^{3}} p^{1}+\frac{1}{y^{2}} p^{2} \equiv A \tag{9.16}
\end{equation*}
$$

The first derived integral based on the LFI (9.16) and (9.15) are calculated to be

$$
\begin{gather*}
A_{(1) i} p^{i} \equiv 0, \quad A_{(2) i} p^{i}=-A \\
A_{(3) i} p^{i}=\left(\frac{2 x}{y^{3}}+\frac{1}{y}\right) p^{1}-\frac{x}{y^{2}} p^{2} \equiv A_{(3)} \tag{9.17}
\end{gather*}
$$

All higher-order derived integrals derived from (9.16) are thus linearly dependent on $A$ and $A_{(3)}$. The space $A_{2}$ is not projectively flat, and hence cannot admit more than two linearly independent linear first integrals (Ref. 3, p. 123). This implies all linear first integrals are linearly dependent on $A$ and $A_{(3)}$.
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#### Abstract

In a previous paper, we showed how wavefunctions which transform in a relativistic manner in configuration space can be expanded in terms of amplitudes, which for nonzero mass transform like the wavefunctions for irreducible representations of the proper, orthochronous, inhomogeneous Lorentz group. A simple algorithm was given to obtain the expansion. In the present paper, we extend the results to include zero-mass amplitudes. It is shown that for wavefunctions which are required to transform under the homogeneous Lorentz group such that the matrices which involve the spinor indices are finite dimensional, the zero-mass amplitudes transform under nonunitary representations of the inhomogeneous Lorentz group. However, it is possible to split up each such nonunitary representation into a part which corresponds to a unitary representation for finite spin and into a part which corresponds to an unphysical change of wavefunction. As examples of the technique, we consider wavefunctions which transform as an antisymmetric real tensor (i.e., as an electromagnetic field) as a four-vector with and without the Lorentz condition, and as a Dirac spinor. The results offer interesting contrasts with the reductions of Part I where only nonzero-mass components were considered. It is shown that the expansion of the present paper, when applied to the solution of Maxwell's equations, leads to an expansion in terms of photon wavefunctions and that the unphysical change of wavefunction is zero. For a real vector potential with the Lorentz condition (i.e., the electromagnetic vector potential), the expansion corresponds to the sum of an expansion in terms of photon wavefunctions and a wavefunction which sets the gauge of the vector potential. The nonphysical part of the transformation of the electromagnetic vector potential is merely a gauge change. Finally, solutions of the massless Dirac equation are expanded in terms of wavefunctions for massless particles of spin $\frac{1}{2}$ for which the nonphysical part of the change is zero. In the present paper, we also show how invariant inner products are to be introduced, how negative-energy representations can be replaced by positive-energy representations ("antiparticles"), and show the connection with the usual canonical formalism. Finally, second quantization of the theory is given.


## 1. INTRODUCTION

The present paper was written as a direct extension of Part $I .{ }^{1}$ When we require an equation which appears in Part I, we refer to that equation by prefacing the equation number by $I$.

In the present paper, we consider wavefunctions $\Psi^{\prime}(x)$, which transform under the transformations of the proper, orthochronous, inhomogeneous Lorentz group as in (I 2.10), (I 2.11), and (I 2.12), and assume the existence of mass-zero representations of the inhomogeneous Lorentz group are contained in the reduction formulas. However, the situation for the mass-zero case is rather different than for the nonzero case for most cases of physical interest; namely for those cases in which the operators $M_{i}$ and $N_{i}$ are finite-dimensional matrices. We require the matrices $M_{i}$ to have the reduced form of (I 2.22) and be Hermitian. As mentioned in Part I, the matrices $N_{i}$ cannot be Hermitian for the finite-dimensional case. This fact has a consequence. We show that, though it is possible to expand $\Psi(x)$ into modes which trans-

[^16]form like nonunitary massless representations of the inhomogeneous Lorentz group such that under the transformations of the inhomogeneous Lorentz group, the transformed wavefunction $\Psi(x)$ can be expanded in terms of the transformed modes; such an expansion is not, in general, possible if we require the modes to transform under the irreducible unitary representations. Thus, the modes which appear in the expansion cannot be interpreted as wavefunctions of massless relativistic particles in the same simple way as the modes which appear in the expansion of the wavefunction when we assume nonzero mass.
For such cases, which are the most important ones for physics, we are thus compelled to give up the requirement that the expansion of $\Psi$ in terms of relativistic particle wavefunctions be such that the transformed function $\Psi$ has the same expansion in terms of the transformed particle wavefunctions. However, if we loosen our requirement, it is possible to expand $\Psi^{*}$ into massless particles of finite spin in Wigner's classification of the irreducible representations of the inhomogeneous Lorentz group. ${ }^{2}$ We

[^17]show that under the transformations of the inhomogeneous Lorentz group, the transformed $\Psi$ has a part which we may interpret as being nonphysical or corresponding to a sort of "gauge change." If the unphysical part of the transformed function is ignored, the remaining "physical" part of $\Psi$ ' is indeed the same expansion in terms of the transformed massless particle wavefunctions as the untransformed function $\Psi$ was of the untransformed particle wavefunctions.

We have applied our formalism to the wavefunction which transforms like an antisymmetric real tensor (or, what is the same, as the electromagnetic field tensor) to the wavefunction which transforms like a four-vector with and without reality conditions, and with and without the Lorentz condition, and to the wavefunction which transforms as a Dirac spinor. It is found that for real antisymmetric tensors which satisfy Maxwell's equations and spinors which satisfy Dirac's equations for zero mass, the unphysical part of the transformed wavefunction is zero. For the real four-vector which satisfies the Lorentz condition (and can thus be interpreted as being the electromagnetic four-vector potential), the unphysical part of the transformed wavefunction is just a gauge change. Indeed, for this reason, the name "gauge change" seems justified for the unphysical parts of the transformed wavefunction.

Our expansion is a direct application of Ref. 3, just as was the expansion of Part I. In the present paper, we also show how the negative-energy wavefunctions which appear in the expansion can be replaced by positive-energy wavefunctions (wavefunctions for "antiparticles") so that one obtains expansions in terms of positive-energy wavefunctions only. We also show the connection to the canonical formalism for the examples treated herein and indicate how second quantization can be introduced to give the usual covariant commutation rules in configuration space.

The interesting results for the electromagnetic fields and electromagnetic vector potential have already been given in Ref. 4, where the expansions of the electromagnetic vector potentials and fields were presented and verified from a different point of view. In the present paper, we show how these expansions are obtained from a general procedure and effectively that the expansions of Ref. 4 are the only possible relativistic expansions.

It should be mentioned that the reduction of solutions of Maxwell's equations is given from a different point of view and using rather different techniques

[^18]in Ref. 5. In Ref. 6, the reduction of secondquantized wave equations, including Maxwell's equations, is discussed from quite a different point of view than that of the present paper. A more closely related approach is given in Ref. 7, where wave equations are found for wavefunctions in the momentum representation when irreducible sets of matrices $M_{i}, N_{i}$ are prescribed. In that reference (see also Ref. 8), it is also found necessary to regard part of the transformed wavefunction as being unphysical or corresponding to a gauge change.

## 2. MASS-ZERO REPRESENTATIONS FOR THE INFINITESIMAL GENERATORS OF THE INHOMOGENEOUS LORENTZ GROUP: ALGORITHM FOR THE REDUCTION OF WAVEFUNCTIONS

In the present section, we give the algorithm for the reduction of wavefunctions into the zero-mass representations of the inhomogeneous Lorentz group. But before we can present this algorithm, some preliminary material on "standard" realizations for the representations must be given. These realizations are generalizations of the realizations of Ref. 9 (see also Ref. 3).

## A. Generators of the Two-Dimensional Euclidean Group

Let us consider a vector space of functions of a real variable $\lambda$ which can be continuous, discrete, or finite dimensional. Let us assume the variable $\lambda$ is discrete (as it will be for our applications) for the sake of concreteness. Any more general sets of values for $\lambda$ can be treated similarly. A member of the vector space is denoted by $F(\lambda)$. Let us define three operators, $T_{1}, T_{2}$, and $K$, which satisfy the commutation relations,

$$
\begin{align*}
{\left[T_{1}, T_{2}\right] } & =0 \\
{\left[T_{1}, K\right] } & =-i T_{2}  \tag{2.1}\\
{\left[T_{2}, K\right] } & =i T_{1}
\end{align*}
$$

These three operators satisfy the commutation rules for the infinitesimal generators of the two-dimensional Euclidean group. Then we define the matrices $T_{i}\left(\lambda \mid \lambda^{\prime}\right), K\left(\lambda \mid \lambda^{\prime}\right)$ by

$$
\begin{align*}
& T_{i} F(\lambda)=\sum_{\lambda^{\prime}} T_{i}\left(\lambda \mid \lambda^{\prime}\right) F\left(\lambda^{\prime}\right) \\
& K F(\lambda)=\sum_{\lambda^{\prime}} K\left(\lambda \mid \lambda^{\prime}\right) F\left(\lambda^{\prime}\right) \tag{2.2}
\end{align*}
$$

[^19]The matrices of Eq. (2.2) constitute a representation of the infinitesimal generators of the two-dimensional Euclidean group. The forms that these matrices can take when they are an irreducible Hermitian set of matrices such that the eigenvalues of $K$ are either an integer or half-odd integer are discussed in Refs. 2 and 9. For most of our applications, such restrictions on the representations are too severe.

## B. Massless Representations of the Infinitesimal Generators of the Inhomogeneous Lorentz Group

Let us now introduce a space of complex functions $f(\mathbf{p}, \lambda)$, where $\mathbf{p}=\left(p_{1}, p_{2}, p_{3}\right)$, and where the range of each variable $p_{i}$ extends over the entire real axis. The range of $\lambda$ is as before. We now introduce a realization of the infinitesimal generators of the inhomogeneous Lorentz group when any representation of the infinitesimal generators of the twodimensional Euclidean group is given. For simplicity, we suppress the appearance of the variable $\lambda$ and use $K f(\mathbf{p})$ to mean

$$
\sum_{\lambda^{\prime}} K\left(\lambda \mid \lambda^{\prime}\right) f\left(\mathbf{p}, \lambda^{\prime}\right)
$$

and similarly for $T_{i} f(\mathbf{p})$. Then our realization of the infinitesimal generators of the inhomogeneous Lorentz group is

$$
\begin{align*}
\hat{P}^{0} f(\mathbf{p})= & H f(\mathbf{p})=\epsilon p f(\mathbf{p}) \quad(p=|\mathbf{p}|), \\
\hat{p}_{i} f(\mathbf{p})= & p_{i} f(\mathbf{p}), \\
\hat{J}_{1} f(\mathbf{p})= & {\left[-i \sum_{j, k} \epsilon_{1 j k} p_{j} \frac{\partial}{\partial p_{k}}+\frac{p_{1}}{p+p_{3}} K\right] f(\mathbf{p}), } \\
\hat{J}_{2} f(\mathbf{p})= & {\left[-i \sum_{j, k} \epsilon_{2 j k} p_{j} \frac{\partial}{\partial p_{k}}+\frac{p_{2}}{p+p_{3}} K\right] f(\mathbf{p}), } \\
\hat{J}_{3} f(\mathbf{p})= & {\left[-i \sum_{j, k} \epsilon_{3 j k} p_{j} \frac{\partial}{\partial p_{k}}+K\right] f(\mathbf{p}), } \\
\hat{f}_{1} f(\mathbf{p})= & \epsilon\left\{i p \frac{\partial}{\partial p_{1}}+\frac{p_{2}}{p+p_{3}} K+\left[\frac{p_{1}^{2}}{p^{2}\left(p+p_{3}\right)}-\frac{1}{p}\right] T_{1}\right. \\
& \left.+\frac{p_{1} p_{2}}{p^{2}\left(p+p_{3}\right)} T_{2}\right\} f(\mathbf{p}), \\
\hat{\xi}_{3} f(\mathbf{p})= & \epsilon\left\{i p \frac{\partial}{\partial p_{2}}-\frac{p_{1}}{p+p_{3}} K+\frac{p_{1} p_{2}}{p^{2}\left(p+p_{3}\right)} T_{1}\right. \\
& \left.+\left[\frac{p_{2}^{2}}{p^{2}\left(p+p_{3}\right)}-\frac{1}{p}\right] T_{2}\right\} f(\mathbf{p}), \\
\hat{\dot{F}}_{3} f(\mathbf{p})= & \epsilon\left\{i p \frac{\partial}{\partial p_{3}}+\frac{1}{p^{2}}\left[p_{1} T_{1}+p_{2} T_{2}\right]\right\} f(\mathbf{p}) . \tag{2.3}
\end{align*}
$$

In (2.3), the quantity $\epsilon$ (which is the sign of the energy) may take on either the value +1 or -1 .

It is easily verified that the infinitesimal generators do indeed satisfy the required commutation relations
(I 2.17). It is not difficult to show that a necessary and sufficient condition for the existence of an upper product which makes the above representation of the generators of the inhomogeneous Lorentz group Hermitian is that the representation of the generators of the Euclidean group be equivalent to a Hermitian representation of that group.

Certain kinds of representations of the generators of the Euclidean group are of particular interest. We call them Type I, Type II, and Type III representations.

Type 1 representations: By Type I representations, we mean those which are irreducible Hermitian representations for which the eigenvalues of $K$ are all integer or half-odd integer. As is well known, these representations are characterized by the value of the scalar, real and positive $r^{2}$, which is given by

$$
\left(T_{1}^{2}+T_{2}^{2}\right) f(\mathbf{p})=r^{2} f(\mathbf{p})
$$

The infinitesimal generators of the Lorentz group defined by (2.3) are then Hermitian when we define the inner product of two vectors $|\Phi\rangle$ and $\left|\Phi^{(1)}\right\rangle$ represented by $f(\mathbf{p})$ and $f^{(1)}(\mathbf{p})$, respectively, by

$$
\begin{equation*}
\left\langle\Phi^{(1)} \mid \Phi\right\rangle=\sum_{\lambda} \int \frac{d \mathbf{p}}{p} f^{(1) *}(\mathbf{p}, \lambda) f(\mathbf{p}, \lambda) \tag{2.4}
\end{equation*}
$$

[In (2.4), it was convenient to show the variable $\lambda$ explicitly, though in (2.3) it is not necessary to do so.]
If $r^{2}>0$, then the variable $\lambda$ takes on all integer or half-odd integer values, and the matrices which represent the generators of the Euclidean group are infinite dimensional. The dynamical system is identified with particles of "continuous" or infinite spin.

The corresponding representations of the inhomogeneous Lorentz group are irreducible.

Type II representations: These representations are special Type I representations and correspond to the case $r^{2}=0$. In this case, $\lambda$ is either an integer or halfodd integer. The matrices corresponding to the generators $T_{i}$ are zero and the operator corresponding to $K$ is simply multiplication by the scalar $\lambda$. The dynamical systems corresponding to these representations of the infinitesimal generators of the inhomogeneous Lorentz group are identified with particles of finite spin $|\lambda|$. The value of $\lambda$, which includes the sign, gives the helicity of the representation. In practice, these representations are the most important ones for physics.

Type III representations: These representations are generalizations of Type I representations. These representations are characterized by the requirement that
the operator $K$ be Hermitian and has only integer or half-odd integer eigenvalues. The Type III representations, with which we are most concerned, are those for which the matrices representing $T_{1}$ and $T_{2}$ are finite dimensional (but not zero). In this case, it can be shown that the matrices representing $T_{i}$ are not unitarily equivalent to Hermitian matrices. For such representations of the infinitesimal generators of the Euclidean group, the generators of the Lorentz group given by (2.3) cannot be Hermitian nor reduced to Hermitian representations.

## C. Unphysical Changes in Wavefunction: Gauge Change

Let us now consider a Type III representation of the infinitesimal generators of the inhomogeneous Lorentz group for which the operator $K$ is diagonal. By carrying out a transformation in the $\lambda$ variable, the operator $K$ can always be brought to this diagonal form. Then,

$$
\begin{equation*}
K f(\mathbf{p}, \lambda)=\lambda f(\mathbf{p}, \lambda) . \tag{2.5}
\end{equation*}
$$

Under the various infinitesimal changes of frames of reference, the wavefunction $f(\mathbf{p}, \lambda)$ changes by an infinitesimal amount given by $\hat{A} f(\mathbf{p}, \lambda)$, where $\hat{A}$ is the appropriate linear combination of infinitesimal generators of (2.3). Let us consider those cases for which $\hat{A}$ is restricted to being one of the infinitesimal generators. It is easily seen that for general Type III representations of the Euclidean group, when $\hat{A}$ is one of the operators $\hat{y}_{i}, \hat{A}$ will not be Hermitian generally and $\hat{A} f(\mathbf{p})$ will thus not correspond to a change of wavefunction which conserves probabilities. These considerations lead us to considering $\hat{A} f(\mathbf{p})$ as consisting of two parts, one of which corresponds to a true physical change of wavefunction and the other part of which corresponds to an unphysical change of wavefunction of "change of gauge." This view is combined with the notion of only working with finite-spin representations generated by Type II representations of the Euclidean group.

Let us consider $f(\mathbf{p}, \lambda)$ for each $\lambda$ as being the wavefunction for a finite-spin representation characterized by $\lambda$ (and $\epsilon$ ). It is readily seen from (2.3) that if $\hat{A}$ is any of the infinitesimal generators $P_{i}, H$, and $J_{i}$, the function $f(\mathbf{p}, \lambda)$ transforms properly as a finite-spin wavefunction for each value of $\lambda$, separately. However, if $\hat{A}$ is $\hat{j}_{i}$, this statement is no longer true. In fact (suppressing $\lambda$ for simplicity), we have

$$
\begin{equation*}
\hat{\mathscr{F}}_{i} f(\mathbf{p})=g_{i}(\mathbf{p})+\hat{\gamma}_{i}^{(1)} f(\mathbf{p}) \tag{2.6}
\end{equation*}
$$

where $\hat{f}_{i}^{(1)}$ is the finite-spin operator (for which $T_{i}=0$ ) and $g_{i}(\mathbf{p})$ is the inessential change in wave-
function or "gauge change" given by
$\mathrm{g}_{1}(\mathbf{p})=\epsilon\left\{\left[\frac{p_{1}^{2}}{p^{2}\left(p+p_{3}\right)}-\frac{1}{p}\right] T_{1}+\frac{p_{1} p_{2}}{p^{2}\left(p+p_{3}\right)} T_{2}\right\} f(\mathbf{p})$,
and so on [see (2.3)].
When the operator $K$ is not diagonal, we introduce the unitary operator $V$ which diagonalizes $K$ :

$$
\begin{equation*}
V^{-1} K V=K_{d}, \tag{2.8}
\end{equation*}
$$

where $K_{d}$ is the diagonal matrix.
We also introduce the wavefunction $r(\mathbf{p}, \lambda)$ by

$$
\begin{equation*}
f(\mathbf{p}, \lambda)=\sum_{\lambda^{\prime}} V\left(\lambda \mid \lambda^{\prime}\right) r\left(\mathbf{p}, \lambda^{\prime}\right), \tag{2.9}
\end{equation*}
$$

where $V\left(\lambda \mid \lambda^{\prime}\right)$ is the notation for the matrix element of $V$. We now regard $r(\mathbf{p}, \lambda)$ as the wavefunction for finite spin characterized by the helicity $\lambda$ (by picking the label properly for $\lambda$ ) and sign of energy given by $\epsilon$. Then, if $\hat{A}$ is any of the infinitesimal generators $\hat{P}_{i}, \hat{H}, \hat{J}_{i}$, we have (on suppressing the label $\lambda$ )

$$
\begin{equation*}
\hat{A} f(\mathbf{p})=V \hat{A}^{(1)} r(\mathbf{p}), \tag{2.10}
\end{equation*}
$$

where $\hat{A}^{(1)}$ is the corresponding operator for the finitespin representation. For the space-time infinitesimal generators $\mathcal{y}_{i}$, we have, instead of (2.6),

$$
\begin{equation*}
\hat{\tilde{\gamma}}_{i} f(\mathbf{p})=g_{i}(\mathbf{p})+V \hat{g}_{i}^{(1)} r(\mathbf{p}) \tag{2.11}
\end{equation*}
$$

The gauge changes $g_{i}$ are given by (2.7) and similar expressions as before, but we replace $f(\mathbf{p})$ in these expressions by $\operatorname{Vr}(\mathbf{p})$ in accordance with (2.9).

Finally, we note that the matrix $V$ is not unique. But this lack of uniqueness is reflected in trivial choices of phase of $r(\mathbf{p}, \lambda)$.

## D. Construction of "Antiparticle" Wavefunctions from Negative-Energy Wavefunctions for FiniteSpin Representations

As in Part I, we find that the expansions of the wavefunctions $\Psi^{*}(x)$ contain amplitudes which correspond to negative-energy representations. For physical applications, we want to replace these negative-energy representations by positive-energy representations. In this context, we let $f(\epsilon, \mathbf{p}, \lambda)$ be the wavefunction for a finite-spin particle characterized by the helicity $\lambda$ and by the sign of energy given by $\epsilon$. In Appendix A, it is shown that the function $h(\epsilon, \mathbf{p}, \lambda)$, defined by

$$
\begin{equation*}
h(\epsilon, \mathbf{p}, \lambda)=e^{-2 i \lambda \varphi} f *(-\epsilon,-\mathbf{p}, \lambda), \tag{2.12}
\end{equation*}
$$

where $\varphi$ is the angle given by

$$
\tan \varphi=p_{2} / p_{1}
$$

transforms like the wavefunction of a particle with finite spin characterized by the helicity $\lambda$ and the sign of energy $\epsilon$. The asterisk means, as usual, complex
conjugate. Equation (2.12) thus enables us to carry out our program of replacing negative-energy wavefunctions by those of positive energy.

## E. First Form of the Algorithm for the Reduction of the Wavefunction

We now give the algorithm which enables one to reduce the wavefunction $\Psi(x)$ into representations of the proper orthochronous, inhomogeneous group for zero mass.

Let us define the column vector $\chi(\epsilon, \mathbf{p}, \lambda)$, whose components are denoted by $\chi(\gamma \mid \epsilon, \mathbf{p}, \lambda)$, by

$$
\begin{equation*}
\chi(\gamma \mid \epsilon, \mathbf{p}, \lambda)=\left\{\exp [i \omega \cdot \mathbf{M}] \exp \left[i \nu N_{3}\right]_{\gamma \lambda},\right. \tag{2.13}
\end{equation*}
$$

where $\left\{\exp [i \boldsymbol{\omega} \cdot \mathbf{M}] \exp \left[i v N_{3}\right]\right\}_{\gamma, \gamma^{\prime}}$ denotes a matrix element of $\exp [i \omega \cdot \mathbf{M}] \exp \left[i \nu N_{3}\right]$ and where the vector $\mathbf{p}$ is in a one-to-one correspondence with $\omega$ and $v$ through the expressions

$$
\begin{align*}
p & =e^{\epsilon \nu} \\
p_{1} & =-p(\sin \omega / \omega) \omega_{2} \\
p_{2} & =p(\sin \omega / \omega) \omega_{1}  \tag{2.14}\\
p_{3} & =\cos \omega \\
\omega_{3} & =0, \quad \omega=|\omega|
\end{align*}
$$

Then our expansion is

$$
\begin{align*}
\Psi(x)= & \sum_{\lambda} \sum_{\epsilon} \int \frac{d \mathbf{p}}{p} \chi(\epsilon, \mathbf{p}, \lambda) f(\epsilon, \mathbf{p}, \lambda) \\
& \quad \times \exp [i(\mathbf{p} \cdot \mathbf{x}-\epsilon p t)] . \tag{2.15}
\end{align*}
$$

This expansion is such that if $A$ is one of the infinitesimal generators of Eqs. (I 2.13)-(I 2.15), then $A \Psi^{\top}(x)$ has the same expansion (2.15) above, where $f(\epsilon, \mathbf{p}, \lambda)$ is replaced by $\hat{A} f(\epsilon, \mathbf{p}, \lambda)$, the operators $\hat{A}$ being given by (2.3), the value of $\epsilon$ being the same as that in $f(\epsilon, \mathbf{p}, \lambda)$. The representation of the infinitesimal generators of the Euclidean group which occurs in (2.3) is given in terms of $M_{i}, N_{i}$ by

$$
\begin{align*}
T_{1} & =-M_{2}-\epsilon N_{1}, \\
T_{2} & =M_{1}-\epsilon N_{2}, \\
K & =M_{3} .
\end{align*}
$$

In (2.15), we have used the notation that $T_{i}$ and $K$ are the matrices whose elements were previously denoted by $T_{i}\left(\lambda \mid \lambda^{\prime}\right)$ and $K\left(\lambda \mid \lambda^{\prime}\right)$, respectively [see (2.2)]. This algorithm is proved in Appendix B.

In the exceptional case that $M_{i}$ and $N_{i}$ are Hermitian (a necessary condition being that this set of matrices be infinite dimensional if they are not zero), the infinitesimal generators of the Euclidean group are Hermitian and reducible to the irreducible representations of the Euclidean group, which are representations of Type I . One can then introduce a unitary
operator acting on the $\lambda$ variable in the function $f(\epsilon, \mathbf{p}, \lambda)$ such that in the new basis the matrices $T_{i}, K$ are reduced. One then has expanded $\Psi$ in terms of the amplitudes or wavefunctions $f(\epsilon, \mathbf{p}, \lambda$ ) which transform under the irreducible unitary ray representations of the proper, orthochronous, inhomogeneous Lorentz group with mass zero and sign of energy $\epsilon$. One may then introduce the inner product (2.4) as an invariant inner product, where $\Psi(x)$ and $\Psi^{(1)}(x)$ are regarded as configuration-space representatives of the states in momentum representation given by $f(\epsilon, \mathbf{p}, \lambda)$, $f^{(1)}(\epsilon, \mathbf{p}, \lambda)$, respectively.

There seem, however, to be no physically interesting examples (except for the scalar case) for which the matrices $M_{i}$ and $N_{i}$ are all Hermitian. Indeed the only examples which we can think of are given in Ref. 10, where wave equations for functions of infinite spin are discussed. In principle, the wavefunctions of Ref. 10 can be put into the LomontMoses form through the use of the algorithm. There seems, however, no point in doing so.

Since we wish to treat the more physically interesting cases where the matrices $M_{i}$ and $N_{i}$ are finite dimensional, we derive from the present algorithm, variant forms which reduce the wavefunction to amplitudes which transform under the finite-spin representations of the inhomogeneous Lorentz group.

## F. Second Form for the Algorithm

Let us introduce a unitary matrix $V$ which diagonalizes $M_{3}=K$ :

$$
\begin{equation*}
V^{-1} M_{3} V=M_{3 d}, \tag{2.16}
\end{equation*}
$$

where $M_{3 d}$ is the diagonal matrix, which we choose to have the reduced form (I 2.22), in which the matrix $S_{3}^{(r)}$ is diagonal such that the eigenvalues take on the values $j^{(r)}, j^{(r)}-1, \cdots,-j^{(r)}+1,-j^{(r)}$ from top to bottom along the main diagonal. Let us now define the column vector $\chi^{(r)}(\epsilon, \mathbf{p}, \lambda)$, whose components are denoted by $\chi^{(r)}(\gamma \mid \epsilon, \mathbf{p}, \lambda)$, by

$$
\begin{equation*}
\chi^{(r)}(\gamma \mid \epsilon, \mathbf{p}, \lambda)=\left\{\exp [i \omega \cdot \mathbf{M}] \exp \left[i v N_{\mathbf{3}}\right] V\right\}_{\gamma \lambda} \tag{2.17}
\end{equation*}
$$

where $\lambda$ is restricted to columns corresponding to the $r$ th block in the reduced form of $M_{3}$. Furthermore, we relable $\lambda$ so that when it corresponds to a column of the $r$ th block, its value is taken to be the eigenvalue of $S_{3}^{(r)}$ associated with that column. That is, for example, if $\lambda$ corresponds to the second column of the $r$ th block, we take $\lambda$ to have the value $j^{(r)}-1$. If it corresponds to the third column, we give $\lambda$ the value $j^{(r)}-2$ and so on.

[^20]The vector $\mathbf{p}$ is in the one-to-one correspondence with $\nu$ and $\omega$ given by (2.14).

Then our expansion is

$$
\begin{gather*}
\Psi(x)=\sum_{\varepsilon} \sum_{r} \sum_{\lambda} C^{(r)}(\epsilon, \lambda) \int \frac{d \mathbf{p}}{p} \chi^{(r)}(\epsilon, \mathbf{p}, \lambda) f^{(r)}(\epsilon, \mathbf{p}, \lambda) \\
\times \exp [i(\mathbf{p} \cdot \mathbf{x}-\epsilon p t)] \tag{2.18}
\end{gather*}
$$

In (2.18), the quantities $C^{(r)}(\epsilon, \lambda)$ are arbitrary positive constants. The expansion is such that if $A$ is any of the infinitesimal generators $P_{i}, H$, and $J_{i}$, then $A \psi(x)$ has the same expansion in terms of $\hat{A} f^{(r)}(\epsilon, \mathbf{p}, \lambda)$, where $\hat{A}$ is the corresponding finitespin generator for sign of energy $\epsilon$ and helicity $\lambda$. However, the expansion for $y_{i} \psi$ is somewhat more complicated:

$$
\begin{align*}
\mathscr{J}_{i} \Psi(x)=\sum_{r} & \sum_{\epsilon} \sum_{\lambda} C^{(r)}(\epsilon, \lambda) \int \frac{d \mathbf{p}}{p} \chi^{(r)}(\epsilon, \mathbf{p}, \lambda) \hat{\gamma}_{i} f^{(r)}(\epsilon, \mathbf{p}, \lambda) \\
& \times \exp [i(\mathbf{p} \cdot \mathbf{x}-\epsilon p t)]+G_{i}(x) \tag{2.19}
\end{align*}
$$

In (2.19), $\hat{\tilde{y}}_{i}$ is the finite-spin generator and $G_{i}(x)$ is the unphysical change which is added to $\Psi$ when the frame of reference is changed by an infinitesimal space-time transformation. Explicitly, $G_{i}(x)$ is given as follows. Let us introduce the column vectors $\Theta_{i}^{(r)}(\epsilon, \mathbf{p}, \lambda)$, whose components are denoted by $\Theta_{i}^{(r)}(\gamma \mid \boldsymbol{\epsilon}, \mathbf{p}, \lambda)$, as being defined in the following way:

$$
\begin{equation*}
\Theta_{i}^{(r)}(\gamma \mid \epsilon, \mathbf{p}, \lambda)=\left\{\exp (i \omega \cdot \mathbf{M}) \exp \left(i v N_{3}\right) B_{i} V\right\}_{\gamma \lambda} \tag{2.20}
\end{equation*}
$$

where

$$
\begin{align*}
B_{1} & =\left[\frac{p_{1}^{2}}{p^{2}\left(p+p_{3}\right)}-\frac{1}{p}\right] T_{1}+\frac{p_{1} p_{2}}{p^{2}\left(p+p_{3}\right)} T_{2} \\
B_{2} & =\frac{p_{1} p_{2}}{p^{2}\left(p+p_{3}\right)} T_{1}+\left[\frac{p_{2}^{2}}{p^{2}\left(p+p_{3}\right)}-\frac{1}{p}\right] T_{2} \\
B_{3} & =\frac{1}{p^{2}}\left[p_{1} T_{1}+p_{2} T_{2}\right]
\end{align*}
$$

In (2.20), our convention for labeling $\lambda$ and $r$ is the same as that used for Eq. (2.17). The matrices $T_{i}$ are given in terms of $M_{i}, N_{i}$ by the first two of Eq. (2.15').

Now we can write $G_{i}(x)$ explicitly as

$$
\begin{gather*}
G_{i}(x)=\sum_{r} \sum_{\epsilon} \sum_{\lambda} C^{(r)}(\epsilon, \lambda) \int \frac{d \mathbf{p}}{p} \Theta_{i}^{(r)}(\epsilon, \mathbf{p}, \lambda) f^{(r)}(\epsilon, \mathbf{p}, \lambda) \\
\times \exp [i(\mathbf{p} \cdot \mathbf{x}-\epsilon p t)] . \tag{2.21}
\end{gather*}
$$

This form of the algorithm follows from the previous form together with the discussion that leads to Eq. (2.11). The constants $C^{(r)}(\epsilon, \lambda)$ are introduced for the sake of convenience, though they are not essential.

The functions $G_{i}(x)$ can be given in a neater form. For $n=1$ and 3 , let us define the column vector
$\Xi_{n}(x)$ by
$\Xi_{n}(x)=\sum_{r} \sum_{\epsilon} \sum_{\lambda} C^{(r)}(\epsilon, \lambda) \int \frac{d \mathbf{p}}{p^{n+1}} \chi^{(r)}(\epsilon, \mathbf{p}, \lambda) f^{(r)}(\epsilon, \mathbf{p}, \lambda)$
$\times \exp [i(\mathbf{p} \cdot \mathbf{x}-\epsilon p t)]$.
[It is clear that $\left(\partial^{2} / \partial t^{2}\right) \Xi_{3}(x)=-\Xi_{1}(x)$.] Then using $\nabla_{i}=\partial / \partial x_{i}$, it is shown in Appendix C that

$$
\begin{align*}
G_{j}(x)=i\left[-(\mathbf{M} \times \nabla)_{j}\right. & \left.+\frac{\partial}{\partial t} N_{j}\right] \Xi_{1}(x) \\
& +i(\mathbf{N} \cdot \nabla) \nabla_{i} \frac{\partial}{\partial t} \Xi_{3}(x) \tag{2.23}
\end{align*}
$$

Now we are in a position to define an invariant inner product of two wavefunctions $\Psi$ and $\Psi^{(1)}$ which have the same transformation properties. Let $\Psi$ be expanded as in (2.18) and let $\Psi^{(1)}$ have the same expansion but with the functions $f^{(r)}(\epsilon, \mathbf{p}, \lambda)$ replaced by $g^{(r)}(\epsilon, p, \lambda)$. Then the inner product of $\Psi^{(1)}$ and $\Psi$, which we denote by $\left(\Psi^{(1)}, \Psi^{\prime}\right)$, is given by

$$
\begin{align*}
\left(\Psi^{(1)}, \Psi\right)=\sum_{r} & \sum_{\epsilon} \sum_{\lambda} D^{(r)}(\epsilon, \lambda) \\
& \times \int \frac{d \mathbf{p}}{p} g^{(r) *}(\epsilon, \mathbf{p}, \lambda) f^{(r)}(\epsilon, \mathbf{p}, \lambda) \tag{2.24}
\end{align*}
$$

where the quantities $D^{(r)}(\epsilon, \lambda)$ are any convenient set of nonnegative real numbers. This definition of inner product makes no reference whatever to the gauge change.

## G. Third Form for the Algorithm

The third form of the algorithm is simply a rewriting of the previous form in which the negative-energy wavefunctions are replaced by the complex conjugate of positive-energy wavefunctions so that the expansion can be interpreted entirely in terms of "physical" particles. Our applications are stated in this form of the expansion.

Let us then define the following:

$$
\begin{align*}
\chi^{(r)}(\mathbf{p}, \lambda) & =\chi^{(r)}(+1, \mathbf{p}, \lambda) \\
C^{(r)}(\lambda) & =C^{(r)}(+1, \lambda) \\
f^{(r)}(\mathbf{p}, \lambda) & =f^{(r)}(+1, \mathbf{p}, \lambda)  \tag{2.25}\\
\zeta^{(r)}(\mathbf{p}, \hat{\lambda}) & =e^{2 i \lambda \varphi} \chi^{(r) *}(-1,-\mathbf{p}, \lambda)
\end{align*}
$$

(where $\tan \varphi=p_{2} / p_{1}$ ),

$$
\begin{aligned}
D^{(r)}(\lambda) & =C^{(r)}(-1, \lambda) \\
h^{(r)}(\mathbf{p}, \lambda) & =e^{-2 i \lambda \varphi} f^{(r) *}(-1,-\mathbf{p}, \lambda)
\end{aligned}
$$

The expansion (2.18) becomes

$$
\begin{align*}
\Psi(x)=\sum_{r} \sum_{\lambda} & C^{(r)}(\lambda) \int \frac{d \mathbf{p}}{p} \chi^{(r)}(\mathbf{p}, \lambda) f^{(r)}(\mathbf{p}, \lambda) \\
& \times \exp [i(\mathbf{p} \cdot x-p t)] \\
& +\sum_{r} \sum_{\lambda} D^{(r)}(\lambda) \int \frac{d \mathbf{p}}{p} \zeta^{(r)} *(\mathbf{p}, \lambda) h^{(r)} *(\mathbf{p}, \lambda) \\
& \times \exp [-i(\mathbf{p} \cdot \mathbf{x}-p t)] \tag{2.26}
\end{align*}
$$

The function $\Xi_{n}(x)$ out of which the gauge change is constructed is written analogously:

$$
\begin{align*}
\Xi_{n}(x)= & \sum_{r} \sum_{\lambda} C^{(r)}(\lambda) \int \frac{d \mathbf{p}}{p^{n+1}} \chi^{(r)}(\mathbf{p}, \lambda) f^{(r)}(\mathbf{p}, \lambda) \\
& \times \exp [i(\mathbf{p} \cdot \mathbf{x}-p t)] \\
& +\sum_{r} \sum_{\lambda} D^{(r)}(\lambda) \int \frac{d \mathbf{p}}{p^{n+1}} \zeta^{(r) *}(\mathbf{p}, \lambda) h^{(r) *}(\mathbf{p}, \lambda) \\
& \times \exp [-i(\mathbf{p} \cdot \mathbf{x}-p t)] . \tag{2.27}
\end{align*}
$$

The inner product (2.24) now reads

$$
\begin{align*}
\left(\Psi^{(1)}, \Psi\right) & =\sum_{r} \sum_{\lambda} E^{(r)}(\lambda) \int \frac{d \mathbf{p}}{p} g^{(r)}(\mathbf{p}, \lambda) f^{(r)}(\mathbf{p}, \lambda) \\
+ & \sum_{r} \sum_{\lambda} F^{(r)}(\lambda) \int \frac{d \mathbf{p}}{p} h^{(r) *}(\mathbf{p}, \lambda) k^{(r)}(\mathbf{p}, \lambda), \tag{2.28}
\end{align*}
$$

where $E^{(r)}(\lambda)$ and $F^{(r)}(\lambda)$ are arbitrary positive constants which we may choose for our convenience, and $g^{(r)}(\mathbf{p}, \lambda)$ and $k^{(r)}(\mathbf{p}, \lambda)$ are the wavefunctions which take the place of $f^{(r)}(\mathbf{p}, \lambda)$ and $h^{(r)}(\mathbf{p}, \lambda)$ in the expansion of $\Psi^{(1)}$ according to (2.26).

## 3. WAVEFUNCTIONS WHICH TRANSFORM AS A REAL ANTISYMMETRIC TENSOR OR ELECTROMAGNETIC FIELD

We now apply the procedure given in the previous section. The simplest application is to wavefunctions which transform as a scalar. The various results for the expansion and the connection to the canonical formalism, as well as the introduction of second quantization, are identical to corresponding results for the scalar case in Part I when the mass $\mu$ is set equal to zero. Hence, we do not consider this case.

Instead, we do consider the important case of wavefunctions which transform as a real antisymmetric tensor or, what is equivalent, as an electromagnetic field. We shall thus expand the electromagnetic field wavefunctions in terms of the irreducible representations and, when the wavefunctions are required to satisfy Maxwell's equations in the vacuum, obtain the expansion of the wavefunction in terms of photon wavefunctions. This latter result has been obtained from a different point of view in Ref. 4 where the reduction was obtained as a sufficient condition for reduction to photon wavefunctions. By contrast, in the present paper the expansion is obtained as a necessary condition.

## A. The Expansion and Gauge Change

We follow Sec. 4 of Part I very closely for the sake of brevity. Accordingly, we define the column vector $\Psi(x)$ by (I 4.1) and (I 4.2). The matrices $M_{i}, N_{i}$ are
given by (I 4.3) and (I 4.4). For the matrix $V$, we use

$$
V=\left(\begin{array}{ccc}
-(2)^{-\frac{1}{2}} & 0 & (2)^{-\frac{1}{2}}  \tag{3.1}\\
-i(2)^{-\frac{1}{2}} & 0 & -i(2)^{-\frac{1}{2}} \\
0 & 1 & 0
\end{array}\right) .
$$

The matrices $M_{i}$ form an irreducible representation of the rotation group with $j=1$. Hence, the label $r$ takes on only one value, which we shall not indicate. Furthermore, the variable $\lambda$ takes on the values $\pm 1,0$. On using (2.17), (3.1), (I 4.6), and (I 4.8), we obtain the following results for $\chi(\epsilon, \mathbf{p}, \lambda)$ :

$$
\chi(\epsilon, \mathbf{p}, 0)=\left(\begin{array}{l}
p_{1} / p  \tag{3.2}\\
p_{2} / p \\
p_{3} / p
\end{array}\right),
$$

$$
\begin{equation*}
\chi(\epsilon, \mathbf{p}, \lambda)=\left[\lambda p^{-\epsilon \lambda} /(2)^{\frac{1}{2}}\right] \sigma(\mathbf{p}, \lambda) \text { for } \lambda= \pm 1 \tag{3.3}
\end{equation*}
$$

where $\sigma(\mathbf{p}, \lambda)$ is the column vector (defined only for $\lambda= \pm 1) ;$

$$
\sigma(\mathbf{p}, \lambda)=\left(\begin{array}{c}
\frac{p_{1}\left(p_{1}+i \lambda p_{2}\right)}{p\left(p+p_{3}\right)}-1  \tag{3.3'}\\
\frac{p_{2}\left(p_{1}+i \lambda p_{2}\right)}{p\left(p+p_{3}\right)}-i \lambda \\
\frac{p_{1}+\lambda i p_{2}}{p}
\end{array}\right) .
$$

From (2.25) $\zeta(\mathbf{p}, \lambda)$ is given by

$$
\begin{align*}
& \zeta(\mathbf{p}, 0)=-\chi(\mathbf{p}, 0)=-\chi(+1, \mathbf{p}, 0)  \tag{3.4}\\
& \zeta(\mathbf{p}, \lambda)=-\left[\lambda p^{\lambda} /(2)^{\frac{1}{2}}\right] \sigma(\mathbf{p}, \lambda) \quad \text { for } \quad \lambda= \pm 1 \tag{3.5}
\end{align*}
$$

As in Sec. 4 of Part I, it is convenient to introduce a vector notation for $\Psi$ and related quantities. Thus, we define the vector $\Psi(x)$ as the vector whose components are the components of the column vector $\Psi(x)$. Similarly, we define the vectors $\boldsymbol{\chi}(\mathbf{p}, \lambda), \zeta(\mathbf{p}, \lambda)$, $\boldsymbol{\sigma}(\mathbf{p}, \lambda), \Xi_{n}(x)$, and $\mathbf{G}_{i}(x)$.
Then the expansion corresponding to (2.26) can be written as follows:

$$
\begin{align*}
& \Psi(x)=\int \frac{d \mathbf{p}}{p} \chi(\mathbf{p}, 0)\left[C(0) f(\mathbf{p}, 0) e^{i(p \cdot x-p t)}\right. \\
& \left.\quad-D(0) h^{*}(\mathbf{p}, 0) e^{-i(\mathbf{p} \cdot x-p t)}\right]+\sum_{\lambda= \pm 1} \frac{\lambda}{(2)^{\frac{1}{2}}} \\
& \times\left\{C(\lambda) \int \frac{d \mathbf{p}}{p} p^{-\lambda} \boldsymbol{\sigma}(\mathbf{p}, \lambda) f(\mathbf{p}, \lambda) e^{i(p \cdot x-p t)}-D(\lambda)\right. \\
& \left.\times \int \frac{d \mathbf{p}}{p} p^{\lambda} \sigma^{*}(\mathbf{p}, \lambda) h^{*}(\mathbf{p}, \lambda) e^{-i(\mathbf{p} \cdot \mathbf{x}-p t)}\right\} . \tag{3.6}
\end{align*}
$$

The expression for $\Xi_{n}(x)$ is the same as (3.0), but $\mathrm{d} p / p$ is replaced by $d \mathbf{p} / p^{n+1}$.

The expressions for the infinitesimal gauge changes can now be written in the following form. Let us denote the unit vector in the direction of the $i$ th space axis as $\mathbf{e}_{i}$ [e.g., $\left.\mathbf{e}_{1}=(1,0,0)\right]$.

Then,

$$
\begin{array}{r}
\mathbf{G}_{j}(x)=-\nabla \Xi_{1, j}(x)+\mathbf{e}_{j}\left[\nabla \cdot \Xi_{1}(x)\right]-i \frac{\partial}{\partial t}\left[\mathbf{e}_{j} \times \Xi_{1}(x)\right] \\
-i \frac{\partial^{2}}{\partial x_{j} \partial t}\left[\nabla \times \Xi_{2}(x)\right], \tag{3.7}
\end{array}
$$

where $\Xi_{1, j}$ denotes the $j$ th component of the vector $\Xi_{1}$, and $\boldsymbol{\nabla}$ is the gradient operator in $\mathbf{x}$ space.

Finally, we note certain properties of $\boldsymbol{\chi}(\mathbf{p}, 0)$ and $\boldsymbol{\sigma}(\mathbf{p}, \lambda)$ which are useful, to wit,

$$
\begin{align*}
{\left[\boldsymbol{\nabla} \cdot \mathbf{x}(\mathbf{p}, 0) e^{i \boldsymbol{\nabla} \cdot \mathbf{x}}\right] } & =i p, \\
{\left[\boldsymbol{\nabla} \cdot \boldsymbol{\sigma}(\mathbf{p}, \lambda) e^{i \boldsymbol{\nabla} \cdot \mathbf{x}}\right] } & =0, \\
{[\boldsymbol{\nabla} \times \mathbf{\chi}(\mathbf{p}, 0) \exp (i \mathbf{p} \cdot \mathbf{x})] } & =0,  \tag{3.8}\\
{[\boldsymbol{\nabla} \times \boldsymbol{\sigma}(\mathbf{p}, \lambda) \exp (\mathbf{p} \cdot \mathbf{x})] } & =p i \sigma(\mathbf{p}, \lambda)
\end{align*}
$$

B. Solutions of Maxwell's Equations: Connection with the Canonical Formalism, Second Quantization, Gauge Change
In terms of $\Psi(x)$, Maxwell's equations in the vacuum for $\mathbf{E}$ and $\mathbf{H}$ become

$$
\begin{align*}
& \nabla \cdot \Psi=0 \\
& \nabla \times \Psi=-i \frac{\partial}{\partial t} \Psi \tag{3.9}
\end{align*}
$$

The first of Eqs. (3.9) leads to

$$
\begin{equation*}
f(\mathbf{p}, 0)=h(\mathbf{p}, 0)=0 \tag{3.10}
\end{equation*}
$$

when the first two of Eqs. (3.8) are used. Hence, there can be no spin-zero massless particles in the expansion for the electromagnetic fields.

The second of Eqs. (3.9) leads to

$$
\begin{equation*}
f(\mathbf{p},+1)=h(\mathbf{p},-1)=0 \tag{3.11}
\end{equation*}
$$

on using the second two of Eqs. (3.8). Thus, in the expansion (3.6), only the wavefunctions $f(\mathbf{p},-1)$ and $h(\mathbf{p},+1)$ need not be identically zero for $\Psi$ to satisfy Maxwell's equations (3.9). It is natural to regard these functions as being wavefunctions of the photon where $\lambda$ is the circular polarization. The value $\lambda=+1$ corresponds to circular polarization in the direction of propagation given by $\mathbf{p}$, while the value $\lambda=-1$ corresponds to circular polarization in the opposite direction.

To find the constants $C(-1)$ and $D(+1)$ in the expansion (3.6), we connect the canonical formalism to the particle nature of the field as discussed in Part I. The Hamiltonian density of the field, which in the present case is identical to the electromagnetic energy
density, is given by

$$
\begin{equation*}
H(\mathbf{x})=(8 \pi)^{-1}\left(\mathbf{E}^{2}+\mathbf{H}^{2}\right)=(8 \pi)^{-1} \Psi^{*} \cdot \Psi \tag{3.12}
\end{equation*}
$$

For the mode $h(\mathbf{p},+1)=0$, we require that the total energy of the field equals the expectation energy when the wavefunction of the photon is given by $f(\mathbf{p},-1)$, i.e.,

$$
H=\int H(\mathbf{x}) d \mathbf{x}=\int \frac{d \mathbf{p}}{p} f^{*}(\mathbf{p},-1) p f(\mathbf{p},-1)
$$

Likewise, for the case that $f(p,-1)=0$, we require

$$
H=\int d \mathbf{p}|h(\mathbf{p},+1)|^{2}
$$

These requirements lead to

$$
\begin{equation*}
C(-1)=D(+1)=\pi^{-1} \tag{3.13}
\end{equation*}
$$

From

$$
\begin{align*}
\mathbf{E} & =\frac{1}{2}\left(\Psi+\Psi^{*}\right), \\
\mathbf{H} & =\frac{1}{2} i\left(\Psi-\Psi^{*}\right), \tag{3.14}
\end{align*}
$$

we can expand the electromagnetic fields $\mathbf{E}$ and $\mathbf{H}$ themselves in terms of the photon wavefunctions. The expansion takes a neater form if we change the phase of the wavefunctions in a trivial way. Toward this end, we introduce the wavefunctions $g(\mathbf{p}, \lambda)$ defined for $\lambda= \pm 1$ as follows:

$$
\begin{align*}
& g(\mathbf{p},+1)=-i h(\mathbf{p},+1) \\
& g(\mathbf{p},-1)=-i f(\mathbf{p},-1) \tag{3.15}
\end{align*}
$$

Then from (3.14), (3.6), (3.13), (3.10), and (3.11), we obtain the following expansions for solutions of Maxwell's equations:

$$
\begin{align*}
& \mathbf{E}(x)=i\left(8 \pi^{2}\right)^{-\frac{1}{2}} \sum_{\lambda} \int d \mathbf{p}\left[g(\mathbf{p}, \lambda) \sigma(\mathbf{p}, \lambda) e^{i(\mathbf{p} \cdot \mathbf{x}-p t)}\right. \\
& \quad \\
& \left.\quad-\mathbf{g}^{*}(\mathbf{p}, \lambda) \sigma^{*}(\mathbf{p}, \lambda) e^{-i(\mathbf{p} \cdot x-p t)}\right] \\
& \begin{aligned}
& \mathbf{H}(x)=\left(8 \pi^{2}\right)^{-\frac{1}{2}} \sum_{\lambda} \lambda \int d \mathbf{p}\left[g(\mathbf{p}, \lambda) \sigma(\mathbf{p}, \lambda) e^{i(p \cdot x-p t)}\right. \\
&\left.+g^{*}(\mathbf{p}, \lambda) \sigma^{*}(\mathbf{p}, \lambda) e^{-i(\mathbf{p} \cdot \mathbf{x}-p t}\right] .
\end{aligned} \tag{3.16}
\end{align*}
$$

Equations (3.16) are identical to Eqs. (4.2) and (4.3) of Ref. 4 except for some slight differences of notation. The significance of $\lambda$ as a parameter describing circular polarization of the electromagnetic field is described in some detail in Ref. 4.

It is readily shown, from the fact that $\Xi_{n}(x)$ satisfies Maxwell's equations (3.9) when $\Psi(x)$ does, that the gauge changes $\mathbf{G}_{i}(x)$ are identically zero. Hence, when the wavefunctions $g(\mathbf{p}, \lambda)$ transform like single-spin relativistic wavefunctions, $\mathbf{E}, \mathbf{H}$, and $\Psi$ transform as required without the necessity of introducing unphysical portions to the transformed wavefunction.

To second quantize the theory, we consider $g(\mathbf{p}, \lambda)$ and $g^{*}(\mathbf{p}, \lambda)$ to be destruction and creation operators,
respectively, which satisfy the boson commutation rules,

$$
\begin{align*}
{\left[g(\mathbf{p}, \lambda), g\left(\mathbf{p}^{\prime}, \lambda^{\prime}\right)\right] } & =\left[g^{*}(\mathbf{p}, \lambda), g^{*}\left(\mathbf{p}^{\prime}, \lambda^{\prime}\right)\right]=0 \\
{\left[g(\mathbf{p}, \lambda), g^{*}\left(\mathbf{p}^{\prime}, \lambda^{\prime}\right)\right] } & =p \delta_{\lambda, \lambda^{\prime}} \delta\left(\mathbf{p}-\mathbf{p}^{\prime}\right) \tag{3.17}
\end{align*}
$$

It is readily shown that the electromagnetic fields $\mathbf{E}$ and $\mathbf{H}$ satisfy the usual commutation rules. It is also an easy matter to show that the second quantized theory is relativistically invariant. Let $\hat{A}$ be any of the single-spin infinitesimal generators and let $\hat{A g}(\mathbf{p}, \lambda)$ mean that the operator $\hat{A}$ acts upon the destruction operator $g(\mathbf{p}, \lambda$ ) through $\mathbf{p}$ and $\lambda$ (which takes on only the values $\pm 1$ ) as though $g(p, \lambda)$ were a wavefunction of positive energy and a helicity given by $\lambda$. Then for every operator $\hat{A}$, we can define a second quantized operator $[A]$ by

$$
\begin{equation*}
[A]=\sum_{\lambda} \int \frac{d \mathbf{p}}{p} g^{*}(\mathbf{p}, \lambda) \hat{A} g(\mathbf{p}, \lambda) \tag{3.18}
\end{equation*}
$$

As described in Part I, the operators [A] are the infinitesimal generators for the second-quantized theory. Let us now regard $\Psi(x)=\mathbf{E}(x)-i \mathbf{H}(x)$ as a vector whose components are operators. Then under the translation $T\left(a^{\alpha}\right)$, the set of operators $\Psi$ transforms to $\Psi^{\prime}$ by

$$
\begin{align*}
\Psi^{\prime}(x) & =\Psi(x+a) \\
& =\exp \left\{-i \sum_{\alpha} a^{\alpha}\left[P_{\alpha}\right]\right\} \Psi(x) \exp \left\{i \sum_{\alpha} a^{\alpha}\left[P_{\alpha}\right]\right\} \tag{3.19}
\end{align*}
$$

Likewise, under the rotation $R(\boldsymbol{\theta})$, the new set of operators $\Psi^{\prime}$ is given by both

$$
\begin{equation*}
\Psi^{\prime}(x)=\exp \{-i \theta \cdot[\mathbf{J}]\} \Psi(x) \exp \{i \theta \cdot[\mathbf{J}]\} \tag{3.20}
\end{equation*}
$$

and (I 4.11). Under the pure Lorentz transformation $L(\beta)$, the new set $\Psi^{\prime}$ is given by both

$$
\begin{equation*}
\Psi^{\prime}(x)=\exp \{-i \beta \cdot[\gamma]\} \Psi(x) \exp \{i \boldsymbol{\beta} \cdot[\mathcal{\gamma}]\} \tag{3.21}
\end{equation*}
$$

and (I 4.12).

## 4. WAVEFUNCTIONS WHICH TRANSFORM AS A FOUR-VECTOR

In the present section we use the notation of Sec. 5 of Part I for the four-vector.

## A. The Expansion and Gauge Change

In the present case, the matrices $M_{i}=\hat{M}_{i}$ are given in the reduced form (I 2.9), where one of the sets of reduced matrices corresponds to $j=0$ and the other corresponds to the infinitesimal generators for ordinary rotations in three-dimensional space for which $j=1$. Accordingly, the matrix $V$ is written in
a similarly reduced form as

$$
V=\left(\begin{array}{cc}
1 & 0  \tag{4.1}\\
0 & V_{3}
\end{array}\right)
$$

where $V_{3}$ is the three-by-three dimensional matrix called $V$ in (3.1), and the zeros in (4.1) are the row or column vectors needed to bring $V$ into the reduced form.

The label $r$ can now take on two values corresponding to the two irreducible representations of $M_{i}$ which appear in (I 2.9). We take $r=0$ to label the scalar representation and $r=1$ to label the vector representation. For $r=0, \lambda$ can take on only one value, namely zero. For $r=1, \lambda$ can take on the values $0, \pm 1$.

The rotation matrix $\exp (i \theta \cdot \mathbf{M})$ also takes on a reduced form corresponding to (I 2.9); namely,

$$
\exp (i \theta \cdot \mathbf{M})=\left(\begin{array}{cc}
1 & 0  \tag{4.2}\\
0 & \hat{R}(\theta)
\end{array}\right)
$$

where $\hat{R}(\theta)$ is the ordinary $3 \times 3$ rotation matrix whose elements are given by (I 4.6).

We now can find the transformation column vectors $\chi^{(r)}$ from (2.13) and (2.14) on using (4.1), (3.1), (4.2), (I 4.6), (I 5.3), and (I 2.6). On labeling $\gamma$ from 0 to 3 as in Part I and $\lambda$ as indicated above, we have the following results:

$$
\begin{gather*}
\chi^{(0)}(\epsilon, \mathbf{p}, 0)=\epsilon \frac{p^{2}-1}{2 p}\left(\begin{array}{c}
\epsilon \frac{p^{2}+1}{p^{2}-1} \\
\frac{p_{1}}{p} \\
\frac{p_{2}}{p} \\
\frac{p_{3}}{p}
\end{array}\right) ;  \tag{4.3}\\
\chi^{(1)}(\epsilon, \mathbf{p}, 0)=\frac{p^{2}+1}{2 p}\left(\begin{array}{c}
\frac{p^{2}-1}{p^{2}+1} \\
\frac{p_{1}}{p} \\
\frac{p_{2}}{p} \\
\frac{p_{3}}{p}
\end{array}\right) ; \\
\chi^{(1)}(\epsilon, \mathbf{p}, \lambda)=\frac{\lambda}{2^{\frac{1}{2}}}\left(\begin{array}{r}
0 \\
\sigma_{1}(\mathbf{p}, \lambda) \\
\sigma_{2}(\mathbf{p}, \lambda) \\
\sigma_{3}(\mathbf{p}, \lambda)
\end{array}\right)
\end{gather*}
$$

In (4.5), the quantities $\sigma_{i}$ are the components of the column vector (3.3a).

For the column vectors $\zeta^{(r)}$, we have

$$
\begin{align*}
& \zeta^{(0)}(\mathbf{p}, 0)=\chi^{(0)}(\mathbf{p}, 0)=\chi^{(0)}(+1, \mathbf{p}, 0)  \tag{4.6}\\
& \zeta^{(1)}(\mathbf{p}, 0)=-\chi^{(1)}(\mathbf{p}, 0)=-\chi^{(0)}(+1, \mathbf{p}, 0)  \tag{4.7}\\
& \zeta^{(1)}(\mathbf{p}, \lambda)=-\chi^{(1)}(\mathbf{p}, \lambda)=-\chi^{(1)}(+1, \mathbf{p}, \lambda) \\
& \quad \text { for } \lambda= \pm 1 . \tag{4.8}
\end{align*}
$$

Now we can expand the column vector $A(x)$, whose components $A^{\gamma}$ are the components of the fourvector, in accordance with (2.26). It is possible to rewrite this expansion in a neater form. First of all, we write

$$
\begin{equation*}
A=A_{0}+A_{1} \tag{4.9}
\end{equation*}
$$

where $A_{0}$ contains that part of the expansion of $A$ which contains zero-spin wavefunctions only, and $A_{1}$ contains only the spin-1 wavefunctions. In the expansion for $A_{1}$, it is convenient to replace the wavefunctions $f^{(1)}(\mathbf{p}, \lambda)$ by $\lambda f^{(1)}(\mathbf{p}, \lambda)$, and $h^{(1)}(\mathbf{p}, \lambda)$ by $-\lambda h^{(1)}(\mathbf{p}, \lambda)$. These changes are, of course, trivial changes of phase. Then the expansion for $A_{1}$ takes the form

$$
A_{1}(x)=\binom{0}{\mathbf{A}_{1}(x)}
$$

where $\mathbf{A}_{1}$ is the vector whose components are the space components of the four-vector $A_{1}(x) . \mathbf{A}_{1}$ is given by

$$
\begin{align*}
\mathbf{A}_{\mathbf{1}}= & \sum_{\lambda= \pm 1}\left\{C(\lambda) \int \frac{d \mathbf{p}}{p} f^{(\mathbf{1})}(\mathbf{p}, \lambda) \sigma(\mathbf{p}, \lambda) e^{i(\mathbf{p} \cdot \mathbf{x}-p t)}\right. \\
& \left.+D(\lambda) \int \frac{d \mathbf{p}}{p} h^{(1) *}(\mathbf{p}, \lambda) \boldsymbol{\sigma}^{*}(\mathbf{p}, \lambda) e^{-i(\mathbf{p} \cdot \mathbf{x}-p t)}\right\}
\end{align*}
$$

where in $\left(4.9^{\prime \prime}\right)$ we have absorbed a factor of $(2)^{\frac{1}{2}}$ into the yet undetermined constants $C(\lambda)$ and $D(\lambda)$, and where $\sigma$ is the vector whose components are $\sigma_{i}$.

The expansion for $A_{0}$ can also be made simpler by expressing the wavefunctions for zero spin as linear combinations of other zero-spin wavefunctions. Accordingly, we introduce the wavefunctions $g^{(r)}(\mathbf{p})$, $k^{(r)}(\mathbf{p})$ by

$$
\begin{align*}
& E^{(0)} g^{(0)}(\mathbf{p})=\frac{1}{2}\left[C^{(1)}(0) f^{(1)}(\mathbf{p}, 0)+C^{(0)}(0) f^{(0)}(\mathbf{p}, 0)\right] \\
& E^{(1)} g^{(1)}(\mathbf{p})=\frac{1}{2}\left[C^{(1)}(0) f^{(1)}(\mathbf{p}, 0)-C^{(0)}(0) f^{(0)}(\mathbf{p}, 0)\right] \\
& F^{(0)} k^{(0)}(\mathbf{p})=-\frac{1}{2}\left[D^{(1)}(0) h^{(1)}(\mathbf{p}, 0)-D^{(0)} h^{(0)}(\mathbf{p}, 0)\right] \\
& F^{(1)} k^{(1)}(\mathbf{p})=-\frac{1}{2}\left[D^{(1)}(0) h^{(1)}(\mathbf{p}, 0)+D^{(0)} h^{(0)}(\mathbf{p}, 0)\right]
\end{align*}
$$

where $E^{(r)}$ and $F^{(r)}$ are arbitrary positive constants. It is clear that the functions $g^{(r)}(\mathbf{p})$ and $k^{(r)}(\mathbf{p})$ transform as massless particles of spin zero.

We also introduce the column vectors $\xi^{(r)}(\mathbf{p})$ by

$$
\begin{align*}
& \xi^{(0)}(\mathbf{p})=\chi^{(1)}(\mathbf{p}, 0)+\chi^{(0)}(\mathbf{p}, 0)=\left(\begin{array}{c}
p \\
p_{1} \\
p_{2} \\
p_{3}
\end{array}\right) \\
& \xi^{(1)}(\mathbf{p})=\chi^{(1)}(\mathbf{p}, 0)-\chi^{(0)}(\mathbf{p}, 0)=\frac{1}{p^{2}}\left(\begin{array}{c}
-p \\
p_{1} \\
p_{2} \\
p_{3}
\end{array}\right)
\end{align*}
$$

Then $A_{0}$ has the expansion

$$
\begin{align*}
A_{0}(x)=\sum_{r} \int \frac{d \mathbf{p}}{p} \xi^{(r)}(\mathbf{p}) & {\left[E^{(r)} g^{(r)}(\mathbf{p}) e^{i(\mathbf{p} \cdot \mathbf{x}-p t)}\right.} \\
& \left.+F^{(r)} k^{(r) *}(\mathbf{p}) e^{-i(\mathbf{p} \cdot \mathbf{x}-\mathbf{p t})}\right]
\end{align*}
$$

Then to summarize: The four-vector written as the column vector $A$ is split into two parts and in (4.9) with $A_{1}$ given by $\left(4.9^{\prime}\right)$ and (4.9"), while $A_{0}$ is given by ( $4.9^{\prime \prime \prime \prime \prime}$ ).

Now we write the expressions for the gauge change. We introduce the column vector $\Xi_{n}$. We can split it up as (4.9) corresponding to the separation into contributions from zero-spin wavefunctions and spin1 wavefunctions. The expansions for each part of $\Xi_{n}$ are the same as for the corresponding part of $A$ [Eqs. (4.9") and (4.9 $\left.9^{\prime \prime \prime \prime}\right)$ ] except that $d \mathbf{p} / p$ is replaced by $d \mathbf{p} / p^{n+1}$.

Let us denote the top component of $\Xi_{n}(x)$ by $\Xi_{n}^{0}(x)$ and use the three remaining space components to form the vector $\Xi_{n}(x)$. Likewise, if $G_{i}(x)$ denotes the column vector which gives the infinitesimal gauge change, we introduce $G_{i}^{0}(x)$ and $G_{i}(x)$ as the top component and vector formed of the space components, respectively. Then the gauge change is given by

$$
\begin{align*}
& G_{i}^{0}(x)= \frac{\partial^{2}}{\partial x_{i} \partial t}\left[\nabla \cdot \Xi_{3}(x)\right]+\frac{\partial}{\partial t} \Xi_{1, i}(x) \\
&\left.\begin{array}{rl}
\mathbf{G}_{i}(x)= & \frac{\partial^{2}}{\partial x_{i} \partial t} \nabla_{\Xi_{3}}^{0}(x)-\nabla \Xi_{1, i}(x)
\end{array}\right)+\mathbf{e}_{i}\left[\nabla \cdot \Xi_{1}(x)\right] \\
&+\mathbf{e}_{i} \frac{\partial}{\partial t} \Xi_{1}^{0}(x) \tag{4.10}
\end{align*}
$$

In (4.10), the quantity $\Xi_{n, i}(x)$ is the $i$ th component of the vector $\Xi_{n}(x)$.

## B. The Electromagnetic Vector Potential

Now we specialize the results to the electromagnetic vector potential. First we show the effect of imposing the Lorentz condition and the reality condition on the column vector $A$ separately. Then we impose these conditions together. In this latter case, the
components of the column vector can be considered as the components of an electromagnetic vector potential.

First of all, we note that the components of $A_{1}$ already satisfy the Lorentz condition on account of the second of Eq. (3.8). Thus, only the zero-spin wavefunctions contained in $A_{0}$ are affected by the Lorentz condition. Indeed, it is seen that the imposition of the Lorentz condition leads to

$$
\begin{equation*}
g^{(1)}(\mathbf{p})=k^{(1)}(\mathbf{p})=0 \tag{4.11}
\end{equation*}
$$

The simplicity of (4.11) was the chief reason for the introduction of $g^{(r)}$ and $k^{(r)}$.

The components of $A_{0}$ then take on a particularly simple form:

$$
\begin{equation*}
A_{0}^{\gamma}(x)=-i \frac{\partial}{\partial x_{\gamma}} F(x) \tag{4.12}
\end{equation*}
$$

where $F(x)$ is a scalar function given by

$$
\begin{align*}
& F(x)=\int \frac{d \mathbf{p}}{p}\left[E^{(0)} g^{(0)}(\mathbf{p}) e^{i(\mathbf{p} \cdot \mathbf{x}-p t)}\right. \\
&\left.-F^{(0)} k^{(0)} *(\mathbf{p}) e^{-i(\mathbf{p} \cdot \mathbf{x}-p t)}\right]
\end{align*}
$$

Since the scalar $F(x)$ satisfies the zero-mass wave equation, it is clearly seen that $A_{0}$ represents a gauge change.

It is easy to show that, when the Lorentz condition is satisfied, $A_{0}$ makes no contribution whatever to the gauge change column vectors $G_{i}$. The expressions for the gauge change simplify considerably and become

$$
\begin{equation*}
G_{i}^{\gamma}(x)=-\frac{\partial}{\partial x_{\gamma}} \Xi_{1, i}(x) \tag{4.13}
\end{equation*}
$$

where the vector $\boldsymbol{\Xi}_{1}$ has the same expansion as $\mathbf{A}_{1}$ [Eq. (4.9b)] but where $d \mathbf{p} / p$ is replaced by $d \mathrm{p} / p^{2}$.

We now see the effect of imposing the reality condition (without, however, imposing the Lorentz condition). It is readily seen that the requirement that the components of the column vector $A$ be real, leads to

$$
\begin{align*}
E^{(r)} g^{(r)}(\mathbf{p}) & =F^{(r)} k^{(r)}(\mathbf{p})  \tag{4.14}\\
C(\lambda) f^{(1)}(\mathbf{p}, \lambda) & =D(\lambda) h^{(1)}(\mathbf{p}, \lambda)
\end{align*}
$$

We now impose both the reality condition and the Lorentz condition on the components of $A$. We can summarize the results as follows:

$$
\begin{aligned}
& A(x)=A_{0}(x)+A_{1}(x) \\
& A_{0}(x)=E \int \frac{d \mathbf{p}}{p} \xi(\mathbf{p})\left[g(\mathbf{p}) e^{i(p \cdot x-p t)}+g^{*}(\mathbf{p}) e^{-i(p \cdot x-p t)}\right] \\
& A_{1}(x)=\binom{0}{\mathbf{A}_{1}(x)} \\
& \mathbf{A}_{1}(x)= \sum_{\lambda= \pm 1} C(\lambda) \int \frac{d \mathbf{p}}{p}\left[f(\mathbf{p}, \lambda) \sigma(\mathbf{p}, \lambda) e^{i(p \cdot x-p t)}\right. \\
&\left.\quad+f^{*}(\mathbf{p}, \lambda) \sigma^{*}(\mathbf{p}, \lambda) e^{-i(p \cdot x-p t)}\right] \\
& \Xi_{1}(x)= \sum_{\lambda= \pm 1} C(\lambda) \int \frac{d \mathbf{p}}{p^{2}}\left[f(\mathbf{p}, \lambda) \sigma(\mathbf{p}, \lambda) e^{i(p \cdot x-p t)}\right. \\
&\left.\quad \quad+f^{*}(\mathbf{p}, \lambda) \sigma^{*}(\mathbf{p}, \lambda) e^{-i(p \cdot x-p t)}\right]
\end{aligned}
$$

where

$$
\xi=\xi^{(0)}
$$

and $E$ is a positive constant. The complex functions $g(\mathbf{p})$ and $f(\mathbf{p}, \lambda)$ are functions which transform as single-spin wavefunctions of spin zero and spin 1 with helicity $\lambda$, respectively. The gauge change is given by (4.13). Now we can find the electromagnetic fields by

$$
\begin{align*}
\mathbf{E}(x) & =-\frac{\partial}{\partial t} A_{1}(x)  \tag{4.16}\\
\mathbf{H}(x) & =\nabla \times A_{1}(x)
\end{align*}
$$

(In obtaining the electromagnetic fields from the vector potential, we recollect that part of the fourvector given by $A_{0}$ is simply a gauge term.)

We find the constants $C(\lambda)$ by requiring that, when $f(\mathbf{p},-1)=0$ or $f(\mathbf{p},+1)=0$, we have

$$
(8 \pi)^{-1} \int\left[\mathbf{E}^{2}+\mathbf{H}^{2}\right] d \mathbf{x}=\int|f(\mathbf{p},+1)|^{2} d \mathbf{p}
$$

or

$$
\int|f(\mathbf{p},-1)|^{2} d \mathbf{p}
$$

respectively, in accordance with our requirement that the total energy of the field expressed in terms of field variables equals the expectation value of the energy in terms of wavefunctions when only one mode is present. We find that

$$
\begin{equation*}
C(\lambda)=\left(8 \pi^{2}\right)^{-\frac{1}{2}} \tag{4.17}
\end{equation*}
$$

On picking the constant $E$ to be

$$
E=\left[4(\pi)^{\frac{3}{2}}\right]^{-1}
$$

we see that the expansion given by (4.15) is identical to the expansion (3.14) of Ref. 4 when a slightly different notation is used.

We can compare the expansion of the electromagnetic fields, as given by (4.16) when the constants are given by (4.17) and (4.17') with the expansion (3.16) of the present paper. We see that

$$
\begin{equation*}
f(\mathbf{p}, \lambda)=g(\mathbf{p}, \lambda) \tag{4.18}
\end{equation*}
$$

Equation (4.18) enables us to obtain the vector potential (within a gauge) corresponding to any field which satisfies Maxwell's equations.

The second quantization of the vector potential and the relativistic character of the second-quantized theory is discussed in great detail in Ref. 4, and we do not repeat it here.

## 5. WAVEFUNCTIONS WHICH TRANSFORM AS A DIRAC SPINOR

We use the notation of Sec. 6 of Part I. In particular, it is useful to note that the Dirac $\alpha$ matrices are given
in terms of the Pauli $\sigma$ matrices and the matrices $N_{i}$ by

$$
\alpha_{i}=2 i N_{i}=\left(\begin{array}{cc}
0_{2} & \sigma_{j}  \tag{5.1}\\
\sigma_{j} & 0_{j}
\end{array}\right),
$$

and that the Dirac Hamiltonian $H$ is given by

$$
\begin{equation*}
H=-i \boldsymbol{\alpha} \cdot \nabla \tag{5.2}
\end{equation*}
$$

## A. Forms for the Expansion of the Wavefunction: <br> Solutions of the Massless Dirac Equation

Since from (I 6.1) and (I 6.5), $M_{3}$ already appears in a reduced, diagonal form, we may take the matrix $V$ of (2.17) to be the identity matrix. We note that the label $r$ can take on two values which we call 1 and 2. The variable $\lambda$ also takes on the two values $\frac{1}{2}$ and $-\frac{1}{2}$. From (2.17), (I 6.6), and (I 6.1), we obtain the following expressions for the column vectors $\chi^{(r)}$ :

$$
\begin{align*}
& \chi^{(1)}\left(\epsilon, \mathbf{p},+\frac{1}{2}\right) \\
& =\left\{2 p\left[2\left(p+p_{3}\right)\right]^{\frac{1}{2}}\right\}^{-1}\left(\begin{array}{c}
(p+1)\left(p+p_{3}\right) \\
(p+1)\left(p_{1}+i p_{2}\right) \\
\epsilon(p-1)\left(p+p_{3}\right) \\
\epsilon(p-1)\left(p_{1}+i p_{2}\right)
\end{array}\right), \tag{5.3}
\end{align*}
$$

$$
\chi^{(1)}\left(\epsilon, \mathbf{p},-\frac{1}{2}\right)
$$

$$
=\left\{2 p\left[2\left(p+p_{3}\right)\right]^{\frac{1}{2}}\right\}^{-1}\left(\begin{array}{c}
-(p+1)\left(p_{1}-i p_{2}\right)  \tag{5.4}\\
(p+1)\left(p+p_{3}\right) \\
\epsilon(p-1)\left(p_{1}-i p_{2}\right) \\
-\epsilon(p-1)\left(p+p_{3}\right)
\end{array}\right),
$$

$\chi^{(2)}\left(\epsilon, \mathbf{p},+\frac{1}{2}\right)$

$$
=\left\{2 p\left[2\left(p+p_{3}\right)\right]^{\left.\frac{1}{\frac{1}{2}}\right\}^{-1}}\left(\begin{array}{c}
\epsilon(p-1)\left(p+p_{3}\right)  \tag{5.5}\\
\epsilon(p-1)\left(p_{1}+i p_{2}\right) \\
(p+1)\left(p+p_{3}\right) \\
(p+1)\left(p_{1}+i p_{2}\right)
\end{array}\right),\right.
$$

$\chi^{(2)}\left(\epsilon, \mathbf{p},-\frac{1}{2}\right)$

$$
=\left\{2 p\left[2\left(p+p_{3}\right)\right]^{\frac{1}{2}}\right\}^{-1}\left(\begin{array}{c}
\epsilon(p-1)\left(p_{1}-i p_{2}\right)  \tag{5.6}\\
-\epsilon(p-1)\left(p+p_{3}\right) \\
-(p+1)\left(p_{1}-i p_{2}\right) \\
(p+1)\left(p+p_{3}\right)
\end{array}\right) .
$$

As usual, we define $\chi^{(r)}(p, \lambda)$ by

$$
\chi^{(r)}(\mathbf{p}, \lambda)=\chi^{(r)}(+1, \mathbf{p}, \lambda)
$$

and find that the column vectors $\zeta^{(r)}$ are given by

$$
\begin{equation*}
\zeta^{(r)}(\mathbf{p}, \lambda)=-2 \lambda \chi^{(r) *}(\mathbf{p},-\lambda) . \tag{5.7}
\end{equation*}
$$

For future convenience, we note the important relations

$$
\begin{align*}
& \mathbf{p} \cdot \alpha \chi^{(1)}(\mathbf{p}, \lambda)=2 \lambda p \chi^{(2)}(\mathbf{p}, \lambda) \\
& \mathbf{p} \cdot \alpha \chi^{(2)}(\mathbf{p}, \lambda)=2 \lambda p \chi^{(1)}(\mathbf{p}, \lambda) \tag{5.8}
\end{align*}
$$

The expansion (2.26) can be simplified [in view of (5.7)] by replacing the wavefunction $h^{(r)}(\mathbf{p}, \lambda)$ by $-2 \lambda h^{(r)}(\mathbf{p}, \lambda)$. This substitution represents a trivial change in the phase of the wavefunction. Then the expansion (2.26) can be written

$$
\begin{align*}
\Psi(x)= & \sum_{r} \sum_{\lambda} \int \frac{d \mathbf{p}}{p}\left\{C^{(r)}(\lambda) f^{(r)}(\mathbf{p}, \lambda) \chi^{(r)}(\mathbf{p}, \lambda) e^{i(p \cdot x-p t)}\right. \\
& \left.+D^{(r)}(\lambda) h^{*}(\mathbf{p}, \lambda) \chi^{(r)}(\mathbf{p},-\lambda) e^{-i(\mathbf{p} \cdot x-p t)}\right\} . \tag{5.9}
\end{align*}
$$

We now impose the requirement that $\Psi(x)$ satisfies the Dirac equation

$$
H \Psi=i \frac{\partial}{\partial t} \Psi
$$

We find from (5.8) that to satisfy the Dirac equation, we must have

$$
\begin{align*}
C^{(2)}(\lambda) f^{(2)}(\mathbf{p}, \lambda) & =2 \lambda C^{(1)}(\lambda) f^{(1)}(\mathbf{p}, \lambda) \\
D^{(2)}(\lambda) h^{(2)}(\mathbf{p}, \lambda) & =-2 \lambda D^{(1)}(\lambda) h^{(1)}(\mathbf{p}, \lambda) . \tag{5.10}
\end{align*}
$$

Equations (5.10) suggest another way of writing the expansion (5.9) so that the wavefunction $\Psi(x)$ can be expressed as the sum of two column vectors, each of which transforms like a Dirac spinor, but only one of which satisfies the Dirac equation. Accordingly, let us define the wavefunctions $g^{(r)}(\mathbf{p}, \lambda)$ and $k^{(r)}(\mathbf{p}, \lambda)$ by

$$
\begin{align*}
& E^{(1)}(\lambda) g^{(1)}(\mathbf{p}, \lambda) \\
& \quad=\frac{1}{2}\left[C^{(1)}(\lambda) f^{(1)}(\mathbf{p}, \lambda)+2 \lambda C^{(2)}(\lambda) f^{(2)}(\mathbf{p}, \lambda)\right],  \tag{5.11}\\
& E^{(2)}(\lambda) g^{(2)}(\mathbf{p}, \lambda) \\
& \quad=\frac{1}{2}\left[C^{(1)}(\lambda) f^{(1)}(\mathbf{p}, \lambda)-2 \lambda C^{(2)}(\lambda) f^{(2)}(\mathbf{p}, \lambda)\right], \\
& F^{(1)}(\lambda) k^{(1)}(\mathbf{p}, \lambda) \\
& \quad=\frac{1}{2}\left[D^{(1)}(\lambda) h^{(1)}(\mathbf{p}, \lambda)-2 \lambda D^{(2)}(\lambda) h^{(2)}(\mathbf{p}, \lambda)\right], \\
& F^{(2)}(\lambda) k^{(2)}(\mathbf{p}, \lambda) \\
& \quad=\frac{1}{2}\left[D^{(1)}(\lambda) h^{(1)}(\mathbf{p}, \lambda)+2 \lambda D^{(2)}(\lambda) h^{(2)}(\mathbf{p}, \lambda)\right] .
\end{align*}
$$

In Eqs. (5.11) and (5.11'), the quantities $E^{(r)}(\lambda)$ and $F^{(r)}(\hat{\lambda})$ are arbitrary positive constants which we introduce for later convenience.

The expansion (5.9) in terms of the new wavefunctions can be written as

$$
\begin{equation*}
\Psi^{\prime}(x)=\Psi^{(1)}(x)+\Psi^{(2)}(x) \tag{5.12}
\end{equation*}
$$

where

$$
\begin{align*}
\Psi^{(r)}(x)= & \sum_{\lambda} \int \frac{d \mathbf{p}}{p}\left\{E^{(r)}(\lambda) g^{(r)}(\mathbf{p}, \lambda) \xi^{(r)}(\mathbf{p}, \lambda) e^{i(p \cdot x-p t)}\right. \\
& \left.+F^{(r)}(\lambda) k^{(r) *}(\mathbf{p}, \lambda) \xi^{\xi^{(r)}}(\mathbf{p},-\lambda) e^{-i(p \cdot x-p t)}\right\}
\end{align*}
$$

where $\xi^{(r)}(\mathbf{p}, \lambda)$ is a column vector defined by

$$
\begin{align*}
& \xi^{(1)}(\mathbf{p}, \lambda)=\chi^{(1)}(\mathbf{p}, \lambda)+2 \lambda \chi^{(2)}(\mathbf{p}, \lambda), \\
& \xi^{(2)}(\mathbf{p}, \lambda)=\chi^{(1)}(\mathbf{p}, \lambda)-2 \lambda \chi^{(2)}(\mathbf{p}, \lambda) .
\end{align*}
$$

From (5.8), it is easily shown that

$$
\begin{align*}
& \mathbf{p} \cdot \alpha \xi^{(1)}(\mathbf{p}, \lambda)=p \xi^{(1)}(\mathbf{p}, \lambda) \\
& \mathbf{p} \cdot \alpha \xi^{(2)}(\mathbf{p}, \lambda)=-p \xi^{(2)}(\mathbf{p}, \lambda) \tag{5.13}
\end{align*}
$$

From (5.13), it is seen that $\Psi^{(1)}$ satisfies Dirac's equation but that $\Psi^{(2)}$ does not. Hence, the condition that $\Psi^{\prime}$ satisfies Dirac's equation is

$$
g^{(2)}(\mathbf{p}, \lambda)=k^{(2)}(\mathbf{p}, \lambda)=0
$$

which is entirely equivalent to the condition that $\Psi^{\prime 2}(x)=0$.

The wavefunction $\psi^{(2)}$ satisfies the "anti-Dirac equation"

$$
H \Psi^{(2)}(x)=-i \frac{\partial}{\partial t} \Psi^{\cdot(2)}(x)
$$

Because the column vectors $\xi^{(r)}(\mathbf{p}, \lambda)$ play such an important role, we shall give them explicitly:

$$
\begin{gather*}
\xi^{(1)}\left(\mathbf{p}, \frac{1}{2}\right)=\left[2\left(p+p_{3}\right)\right]^{-\frac{1}{2}}\left(\begin{array}{c}
p+p_{3} \\
p_{1}+i p_{2} \\
p+p_{3} \\
p_{1}+i p_{2}
\end{array}\right), \\
\xi^{(1)}\left(\mathbf{p},-\frac{1}{2}\right)=\left[2\left(p+p_{3}\right)\right]^{-\frac{1}{2}}\left(\begin{array}{c}
-\left(p_{1}-i p_{2}\right) \\
p+p_{3} \\
p_{1}-i p_{2} \\
-\left(p+p_{3}\right)
\end{array}\right), \\
\xi^{(2)}\left(\mathbf{p}, \frac{1}{2}\right)=\left[2 p^{2}\left(p+p_{3}\right)\right]^{-\frac{1}{2}}\left(\begin{array}{r} 
\\
p+p_{3} \\
p_{1}+i p_{2} \\
-\left(p+p_{3}\right) \\
-\left(p_{1}+i p_{2}\right)
\end{array}\right), \\
\xi^{(2)}\left(\mathbf{p},-\frac{1}{2}\right)=\left[2 p^{2}\left(p+p_{3}\right)\right]^{-\frac{1}{2}}\left(\begin{array}{r}
-\left(p_{1}-i p_{2}\right) \\
p+p_{3} \\
-\left(p_{1}-i p_{2}\right) \\
p+p_{3}
\end{array}\right), \tag{5.14}
\end{gather*}
$$

## B. Gauge Change

Let us split up the column vector $\Xi_{n}(x)$ in a manner analogous to the splitting up of $\Psi^{( }(x)$ given by Eqs. (5.12) and (5.12'):

$$
\begin{equation*}
\Xi_{n}(x)=\Xi_{n}^{(1)}(x)+\Xi_{n}^{(2)}(x) \tag{5.15}
\end{equation*}
$$

where $\Xi_{n}^{(r)}(x)$ is given by expressions analogous to those to (5.12') for $\Psi^{(r)}(x)$ but where, as usual, $d \mathbf{p} / p$ is replaced by $d \mathbf{p} / p^{n+1}$. From the fact that $\Xi_{n}^{(1)}$ satisfies Dirac's equation and that $\Xi_{n}^{(2)}$ satisfies the anti-Dirac equation, we obtain the following very simple expression for the infinitesimal gauge changes $G_{i}(x)$; namely,

$$
\begin{equation*}
G_{j}(x)=-2 i(\mathbf{M} \times \nabla)_{j} \Xi_{1}^{(2)}(x) \tag{5.16}
\end{equation*}
$$

This result leads to the important theorem that for solutions $\Psi(x)$ of Dirac's equation, the gauge change is zero. Thus, space-time transformations of the wavefunctions $g^{(1)}(p, \lambda), \quad k^{(1)}(p, \lambda)$ map into the transformed $\Psi$ without the necessity of taking into account a gauge change.

## C. Relation to the Canonical Formalism and Second Quantization

In the present section, we restrict our discussion to solutions of Dirac's equations. Thus, we take $\Psi^{\prime}(x)=\Psi^{(1)}(x)$, where $\Psi^{(1)}(x)$ is expanded as in (5.12 ${ }^{\text {' }}$ ). On using the Hamiltonian density (I 6.17) and equating the energy of the field with the expectation value of the energy in the particle picture, when only single modes are used, we obtain

$$
\begin{equation*}
E^{(1)}(\lambda)=F^{(1)}(\lambda)=\left(4 \pi^{\frac{3}{2}}\right)^{-1} \tag{5.17}
\end{equation*}
$$

To second quantize the theory, we replace $g^{(1)}(p, \lambda)$ and $k^{(1)}(\mathbf{p}, \lambda)$ by destruction operators and their complex conjugates by creation operators which satisfy the commutation relations,

$$
\begin{align*}
{\left[g^{(1)}(\mathbf{p}, \lambda), g^{(1)}\left(\mathbf{p}^{\prime}, \lambda^{\prime}\right)\right]_{+} } & =\left[k^{(1)}(\mathbf{p}, \lambda), k^{(1)}\left(\mathbf{p}^{\prime}, \lambda^{\prime}\right)\right]_{+}=0 \\
{\left[g^{(1)}(\mathbf{p}, \lambda), k^{(1)}\left(\mathbf{p}^{\prime}, \lambda^{\prime}\right)\right]_{+} } & =\left[g^{(1)}(\mathbf{p}, \lambda), k^{(1) *}\left(\mathbf{p}^{\prime}, \lambda^{\prime}\right)\right]_{+}=0 \\
{\left[g^{(1)}(\mathbf{p}, \lambda), g^{(1) *}\left(\mathbf{p}^{\prime}, \lambda^{\prime}\right)\right]_{+} } & =\left[k^{(1)}(\mathbf{p}, \lambda), k^{(1) *}\left(\mathbf{p}^{\prime}, \lambda^{\prime}\right)\right]_{+} \\
& =p \delta_{\lambda, \lambda^{\prime}} \delta\left(\mathbf{p}-\mathbf{p}^{\prime}\right) \tag{5.18}
\end{align*}
$$

The column vector $\Psi(x)$ now has operators for components. We shall designate these operators by $\Psi(\mathbf{x}, t, \gamma)$. Then from (5.12'), (5.17), and (5.18), we obtain the commutation rules for these operators:

$$
\begin{gather*}
{\left[\Psi(\mathbf{x}, t, \gamma), \Psi^{\prime}\left(\mathbf{x}^{\prime}, t^{\prime}, \gamma^{\prime}\right)\right]_{+}=0} \\
{\left[\Psi(\mathbf{x}, t, \gamma), \Psi^{*}\left(\mathbf{x}^{\prime}, t^{\prime}, \gamma^{\prime}\right)\right]_{+}} \\
=\left[(\alpha \cdot \nabla)_{\gamma, \gamma^{\prime}}-\delta_{\gamma, \gamma^{\prime}} \frac{\partial}{\partial t}\right] D_{0}\left(\mathbf{x}-\mathbf{x}^{\prime}, t-t^{\prime}\right) \tag{5.19}
\end{gather*}
$$

where $D_{0}(\mathbf{x}, t)$ is the well-known Pauli-Jordan invariant function

$$
D_{0}(x, t)=(4 \pi|\mathbf{x}|)^{-1}[\delta(|\mathbf{x}|-t)-\delta(|\mathbf{x}|+t)]
$$

and $(\boldsymbol{\alpha} \cdot \boldsymbol{\nabla})_{\gamma, \gamma^{\prime}}$ is the matrix element of $\boldsymbol{\alpha} \cdot \boldsymbol{\nabla}$.
To show the invariance of the second quantized theory, we introduce for every single-particle infinitesimal generator $\hat{A}$, a second quantized operator [A] defined by

$$
\begin{align*}
& {[A]=\sum_{\lambda} \int \frac{d \mathbf{p}}{p}\left\{g^{(1) *}(\mathbf{p}, \lambda) \hat{A} g^{(1)}(\mathbf{p}, \lambda)\right.} \\
&\left.+k^{(1) *}(\mathbf{p}, \lambda) \hat{A} k^{(1)}(\mathbf{p}, \lambda)\right\} \tag{5.20}
\end{align*}
$$

where the expressions $\hat{A g}{ }^{(1)}(\mathbf{p}, \lambda)$ and $\hat{A} k^{(1)}(\mathbf{p}, \lambda)$ indicate that the operator $\hat{A}$ acts on the variables $\mathbf{p}, \lambda$
as though $g^{(1)}$ and $k^{(1)}$ were single-particle wavefunctions of positive energy and helicity $\lambda$.

Then one requires that under the transformations $T\left(a^{x}\right), R(\theta), L(\beta)$, the column vector $\Psi(x)$ constructed from the four operators $\Psi(x, t, \gamma)$ transform to the column vector $\Psi^{\prime \prime}(x)$ with corresponding operator components, where $\Psi^{\prime \prime}(x)$ is given by (I 2.10 )-(I 2.12), respectively, with (I 6.6) to be used to simplify the expressions. Invariance is shown by noting that $\Psi^{\prime \prime}$ can be obtained from $\Psi$ through the use of unitary transformations constructed from the second quantized infinitesimal generators.

Thus, under the transformation $T\left(a^{\alpha}\right), R(\theta)$, and $L(\beta)$, the column vector $\Psi^{\prime \prime}(x)$ is given by
$\Psi^{\prime \prime}(x)=\exp \left\{-i \sum_{\alpha} a^{\alpha}\left[P_{\alpha}\right]\right\} \Psi^{\prime}(x) \exp \left\{i \sum_{\alpha} a^{\alpha}\left[P_{\alpha}\right]\right\}$,
$\Psi^{\prime}(x)=\exp \{-i \theta \cdot[\mathbf{J}]\} \Psi(x) \exp \{i \theta \cdot[\mathbf{J}]\}$,
$\Psi^{\prime}(x)=\exp \{-i \beta \cdot[\mathcal{Y}]\} \Psi(x) \exp \{i \beta \cdot[\mathcal{Z}]\}$,
respectively, where the equations of $(5.21)$ are meant to hold for each component of the four-vector.

## APPENDIX A: INTRODUCTION OF ANTIPARTICLE WAVEFUNCTIONS

Let us consider a space of functions $\{f(\mathbf{p})\}$, such that each member is a function of three continuous variables $p_{i}$ (collectively denoted by the vector $\mathbf{p}$ ), each of which can take on any value on the real axis.

Then the realization of finite-spin representations of the infinitesimal generators of the inhomogeneous Lorentz group which is given in Ref. 9 is (for helicity $\lambda$ and sign of energy $\epsilon$ )

$$
\begin{align*}
& \hat{P}^{0} f(\mathbf{p})=\epsilon p f(\mathbf{p}), \\
& \hat{P}^{i} f(\mathbf{p})=p_{i} f(\mathbf{p}), \\
& \hat{J}_{1} f(\mathbf{p})=\left[-i(\mathbf{p} \times \nabla)_{1}+\frac{p_{1}}{p+p_{3}} \lambda\right] f(\mathbf{p}), \\
& \jmath_{2} f(\mathbf{p})=\left[-i(\mathbf{p} \times \nabla)_{2}+\frac{p_{2}}{p+p_{3}} \lambda\right] f(\mathbf{p}), \\
& \hat{J}_{3} f(\mathbf{p})=\left[-i(\mathbf{p} \times \nabla)_{3}+\lambda\right] f(\mathbf{p}),  \tag{A1}\\
& \hat{\mathscr{J}}_{1} f(\mathbf{p})=\epsilon\left[i p \nabla_{1}+\frac{p_{2}}{p+p_{3}} \lambda\right] f(\mathbf{p}), \\
& \hat{\mathscr{J}}_{2} f(\mathbf{p})=\epsilon\left[i p \nabla_{2}-\frac{p_{1}}{p+p_{3}} \lambda\right] f(\mathbf{p}), \\
& \hat{\mathscr{F}}_{3} f(\mathbf{p})=\epsilon i p \nabla_{3} f(\mathbf{p}) .
\end{align*}
$$

In (Al), we use $\boldsymbol{\nabla}_{i}=\partial / \partial p_{i}$. If we introduce as the inner product of two functions $f^{(1)}$ and $f$ of the space, the expression $\int(d \mathbf{p} / p) f^{(1) *}(\mathbf{p}) f(\mathbf{p})$, the infinitesimal generators are Hermitian. Of course, the realization which we have just given is identical to the realizations
given by (2.3) when we use Type II representations for the Euclidean group. Let us regard the functions of the space as being wavefunctions. Then, as shown in Ref. 11, under the transformation $T\left(a^{\alpha}\right)$, the wavefunction which in the original frame of reference was $f(\mathbf{p})$ becomes in the new frame $f^{\prime}(\mathbf{p})$, where

$$
\begin{gather*}
f^{\prime}(\mathbf{p})=\exp \left[i \sum_{\alpha} a^{\alpha} \hat{P}_{\alpha}\right] f(\mathbf{p})=\exp \left[i \sum_{\alpha} a^{\alpha} p_{\alpha}\right] f(\mathbf{p}) \\
p_{0}=-p^{0}=-\epsilon p \tag{A2}
\end{gather*}
$$

Under the rotation $R(\theta)$, the wavefunction in the new frame is given by

$$
\begin{equation*}
f^{\prime}(\mathbf{p})=\exp (i \boldsymbol{\theta} \cdot \tilde{\mathbf{J}}) f(\mathbf{p})=\exp [2 i \lambda \zeta(\boldsymbol{\theta}, \mathbf{p})] f\left(\mathbf{p}^{\prime}\right) \tag{A3}
\end{equation*}
$$

where $\mathbf{p}^{\prime}$ is given by

$$
\begin{align*}
\mathbf{p}^{\prime}=\mathbf{p} \cos \theta+ & {\left[(1-\cos \theta) / \theta^{2}\right] } \\
& \times(\boldsymbol{\theta} \cdot \mathbf{p}) \boldsymbol{\theta}+(\sin \theta / \theta)(\boldsymbol{\theta} \times \mathbf{p})
\end{align*}
$$

[cf. (I 2.2)] and where $\zeta(\boldsymbol{\theta}, \mathbf{p})$ is given by
$\tan \zeta(\boldsymbol{\theta}, \mathbf{p})=\frac{\left[\boldsymbol{\theta} \cdot \mathbf{p}+\theta_{3} p\right] \tan (\theta / 2)}{\theta\left(p+p_{3}\right)+(\boldsymbol{\theta} \times \mathbf{p})_{3} \tan (\theta / 2)}$.
Under the pure Lorentz transformation $L(\boldsymbol{\beta})$, the wavefunction in the new frame is given by

$$
\begin{equation*}
f^{\prime}(\mathbf{p})=\exp (i \boldsymbol{\beta} \cdot \hat{\boldsymbol{\gamma}}) f(\mathbf{p})=\exp [2 i \lambda \epsilon \sigma(\boldsymbol{\beta}, \mathbf{p}, \epsilon)] f\left(\mathbf{p}^{\prime}\right) \tag{A4}
\end{equation*}
$$

where $p^{\prime}$ is given by

$$
\begin{align*}
& \mathbf{p}^{\prime}=\mathbf{p}+\beta(\beta \cdot \mathbf{p})\left[(\cosh \beta-1) / \beta^{2}\right] \\
&-\beta \in p(\sinh \beta / \boldsymbol{\beta})
\end{align*}
$$

[cf. the second of Eqs. (I 2.3)] and where $\sigma(\boldsymbol{\beta}, \mathbf{p}, \boldsymbol{\epsilon})$ is given by

$$
\tan \sigma(\boldsymbol{\beta}, \mathbf{p}, \epsilon)=\frac{(\boldsymbol{\beta} \times \mathbf{p})_{3} \tanh (\beta / 2)}{\beta\left(p+p_{3}\right)-\epsilon\left(p \beta_{3}+\mathbf{p} \cdot \boldsymbol{\beta}\right) \tanh (\beta / 2)}
$$

There is a second realization of the infinitesimal generators of the inhomogeneous Lorentz group for finite spin with given sign of energy $\epsilon$ and helicity $\lambda$ which is useful. This realization is, of course, unitarily equivalent to the previous one. It is best introduced through the use of a second space of functions $\{g(p)\}$ which is in a one-to-one correspondence with the functions of the set $\{f(\mathbf{p})\}$ through the relation

$$
\begin{equation*}
g(\mathbf{p})=e^{2 i \lambda \varphi} f(\mathbf{p}) \tag{A5}
\end{equation*}
$$

where $\varphi$ is defined by

$$
\tan \varphi=p_{2} / p_{1}
$$

Let $\hat{A}$ be any of the infinitesimal generators as given in the realization (A1). Let us denote the corresponding operator in the new realization by $\tilde{A}$ which

[^21]is defined by
$$
\tilde{A} g(\mathbf{p})=e^{2 i \lambda \varphi} \hat{A} f(\mathbf{p}) .
$$

Then the second realization of the infinitesimal generators is

$$
\begin{align*}
& \tilde{P}^{0} g(\mathbf{p})=\epsilon p g(\mathbf{p}), \\
& \widetilde{P}^{i} g(\mathbf{p})=p_{i} g(\mathbf{p}), \\
& \tilde{J}_{1} g(\mathbf{p})=\left\{-i(\mathbf{p} \times \nabla)_{1}+\left[p_{1} /\left(p-p_{3}\right)\right] \lambda\right\} g(\mathbf{p}), \\
& \tilde{J}_{2} g(\mathbf{p})=\left\{-i(\mathbf{p} \times \nabla)_{2}+\left[p_{2} /\left(p-p_{3}\right)\right] \lambda\right\} g(\mathbf{p}), \\
& \tilde{J}_{3} g(\mathbf{p})=\left[-i(\mathbf{p} \times \nabla)_{3}-\lambda\right] g(\mathbf{p}),  \tag{A6}\\
& \tilde{\mathcal{F}}_{1} g(\mathbf{p})=\epsilon\left\{i p \nabla_{1}-\left[p_{2} /\left(p-p_{3}\right)\right] \lambda\right\} g(\mathbf{p}), \\
& \tilde{\tilde{y}}_{2} g(\mathbf{p})=\epsilon\left\{i p \nabla_{2}+\left[p_{1} /\left(p-p_{3}\right)\right] \lambda\right\} g(\mathbf{p}), \\
& \tilde{y}_{3} g(\mathbf{p})=\epsilon i p \nabla_{3} g(\mathbf{p}) .
\end{align*}
$$

If we consider $g(p)$ to be a wavefunction, we can find from (A6) the wavefunction $g^{\prime}(p)$ in the new frame of reference under finite transformations of the inhomogeneous Lorentz group. One simply integrates the infinitesimal generators of the realization of (A6) after the manner of Ref. 11. Thus, for the translation $T\left(a^{\alpha}\right)$, the new wavefunction is

$$
\begin{equation*}
g^{\prime}(\mathbf{p})=\exp \left[i \sum_{\alpha} a^{\alpha} \tilde{P}_{\alpha}\right] g(\mathbf{p})=\exp \left[i \sum_{\alpha} a^{\alpha} p_{\alpha}\right] g(\mathbf{p}) \tag{A7}
\end{equation*}
$$

for the rotation $R(\theta)$, the new function is

$$
\begin{equation*}
g^{\prime}(\mathbf{p})=e^{i \theta \cdot \tilde{J}} g(\mathbf{p})=\exp [-2 i \lambda \zeta(\theta,-\mathbf{p})] g\left(\mathbf{p}^{\prime}\right), \tag{A8}
\end{equation*}
$$

where $\mathbf{p}^{\prime}$ and $\zeta$ are given by ( $\mathrm{A} 3^{\prime}$ ) and ( $\mathrm{A} 3^{\prime \prime}$ ), respectively, and finally, for the pure Lorentz transformation $L(\beta)$, the new wavefunction is

$$
\begin{align*}
g^{\prime}(\mathbf{p}) & =\exp (i \beta \cdot \tilde{y}) g(\mathbf{p}) \\
& =\exp [2 i \lambda \epsilon \sigma(\boldsymbol{\beta},-\mathbf{p},-\epsilon)] g\left(\mathbf{p}^{\prime}\right) \tag{A9}
\end{align*}
$$

where $\mathbf{p}^{\prime}$ and $\sigma$ are given by ( $\mathrm{A} 4^{\prime}$ ) and ( $\mathrm{A} 4^{\prime \prime}$ ), respectively.

By comparing the finite transformation formulas for the two realizations, one sees that the function $f^{*}(-\mathbf{p})$ transforms like one of the functions of the set $\{g(p)\}$ for which the helicity is still $\lambda$ but for which the sign of energy is $-\epsilon$. Then from (A5), we see that $e^{-2 i \lambda \varphi} f^{*}(-\mathbf{p})$ transforms like wavefunctions belonging to a realization of the first kind with helicity $\lambda$, but with the sign of energy equal to $-\epsilon$. This observation is the reason for the use of Eq. (2.12).

## APPENDIX B: DERIVATION OF THE FIRST FORM OF THE REDUCTION ALGORITHM

The algorithm is a direct consequence of the "recipe" for reduction of reducible representations of the inhomogeneous Lorentz group of Ref. 3. We want to consider Eq. (1.14) of Ref. 3 for the case that $\mu=0$.

This expansion and the transformation function $\langle\zeta \mid 0, \epsilon, \mathbf{p}, \lambda\rangle$ have been derived under the assumption that all of the infinitesimal generators of the inhomogeneous Lorentz group are Hermitian as expressed in the $\zeta$ representation. The formulas for the matrices which are a representation of the Euclidean group were also derived under this assumption.

However, when one examines the proof of the reduction, one sees that the expansion (1.14) of Ref. 3 and the technique of obtaining the transformation functions and Euclidean group are valid under the less severe restrictions that only the Hamiltonian $H$, the momentum operators $P_{i}$, and the angular momentum operator $J_{i}$ need be Hermitian. The requirement on the operators $\mathcal{F}_{i}$ are weakened to the requirement that they can be exponentiated. In the expansion (1.14) of Ref. 3, we need only replace the transformation functions $\langle\zeta \mid 0, \epsilon, \mathbf{p}, \lambda\rangle$ by the transformation function $\langle\zeta| 0, \epsilon, p, \lambda)$ which is constructed using Eq. (1.24) of Ref. 3. The wavefunctions $F(0, \epsilon, \mathbf{p}, \lambda)$ still transform under the infinitesimal Lorentz transformations according to (1.9) of Ref. 3; that is, they constitute a Hilbert space such that the realizations of the infinitesimal generators are of the form (2.3) of the present paper, where the matrices $T_{i}$ and $K$ ( $K \equiv M$ in Ref. 3 ) are of Type III.

We proceed to derive (2.15) from (1.14) and (1.22) of Ref. 3. First of all, we identify the variable $\zeta$ of Ref. 3 with the variables $\mathbf{x}, t, \gamma$, collectively, and the function $f(\zeta)$ of Eq. (1.14) of Ref. 3 with the component $\Psi(\mathbf{x}, t, \gamma)$ of the column vector $\Psi(x)$. The function $F(0, \epsilon, \mathbf{p}, \lambda)$ of Ref. 3 is identical to the function $f(\epsilon, \mathbf{p}, \lambda)$ of Eq. (2.15). The transformation function $\langle\zeta| 0, \epsilon, \mathbf{p}, \lambda)$ to be used in Eq. (1.14) of Ref. 3 is now denoted by $\langle\mathbf{x}, t, \gamma| \epsilon, \mathbf{p}, \lambda)$. The function $f(\zeta ; \epsilon, \lambda)$ is now denoted by $f(\mathbf{x}, t, \gamma ; \epsilon, \lambda)$. Equations (1.22) of Ref. 3 become, on using (I 2.13),

$$
\begin{align*}
\frac{\partial}{\partial x_{1}} f(\mathbf{x}, t, \gamma ; \epsilon, \lambda) & =\frac{\partial}{\partial x_{2}} f(\mathbf{x}, t, \gamma ; \epsilon, \lambda)=0 \\
\frac{\partial}{\partial x_{3}} f(\mathbf{x}, t, \gamma ; \epsilon, \lambda) & =i f(\mathbf{x}, t, \gamma ; \epsilon, \lambda)  \tag{B1}\\
\frac{\partial}{\partial t} f(\mathbf{x}, t, \gamma ; \epsilon, \lambda) & =-i \epsilon f(\mathbf{x}, t, \gamma ; \epsilon, \lambda)
\end{align*}
$$

The general solution of (B1) is

$$
\begin{equation*}
f(x, t, \gamma ; \epsilon, \lambda)=\exp \left[i\left(x_{3}-\epsilon t\right)\right] k(\gamma ; \epsilon, \lambda) \tag{B2}
\end{equation*}
$$

where $k(\gamma ; \epsilon, \lambda)$ is essentially a constant of integration. We must choose $\lambda$ to obtain all linearly independent solutions. The simplest choice, which is the one we take, is

$$
\begin{equation*}
k(\gamma ; \epsilon, \lambda)=\delta_{\gamma \lambda} \tag{B3}
\end{equation*}
$$

Thus,

$$
\begin{equation*}
f(\mathbf{x}, t, \gamma ; \epsilon, \lambda)=\exp \left[i\left(x_{3}-\epsilon t\right)\right] \delta_{\gamma \lambda} . \tag{B4}
\end{equation*}
$$

From (1.24) of Ref. 3, we have in terms of the notation of the present paper on using (I 2.11), (I 2.12), (1 2.11a), and (I 2.2a)

$$
\begin{equation*}
\langle\mathbf{x}, t, \gamma| \epsilon, \mathbf{p}, \lambda)=\exp [i(\mathbf{p} \cdot \mathbf{x}-\epsilon p t)] \chi(\gamma \mid \epsilon, \mathbf{p}, \lambda) \tag{B5}
\end{equation*}
$$

where $\chi(\gamma \mid \epsilon, \mathbf{p}, \lambda)$ is given by (2.13). Then Eq. (1.14) of Ref. 3 becomes Eq. (2.15) of the present paper.

Equations ( $2.15^{\prime}$ ) for the generators of the Euclidean group follow directly from (1.23) of Ref. 3, Eq. (B4) of the present paper, and (I 2.14) and (I 2.15).

## APPENDIX C: DERIVATION OF THE <br> EXPRESSION FOR THE INFINITESIMAL GAUGE CHANGES

We shall now prove that Eq. (2.21) for the infinitesimal gauge changes $G_{i}(x)$ is identical to Eq. (2.23).

Let us define the matrix $A_{i}$ by

$$
\begin{equation*}
A_{i}=\exp (i \boldsymbol{\omega} \cdot \mathbf{M}) \exp \left(i \nu N_{3}\right) B_{i} \tag{Cl}
\end{equation*}
$$

Then the components of the column vector $\boldsymbol{\omega}_{i}^{(r)}$ are constructed from the matrix elements of the matrix
$A_{i} V$ in accordance with Eq. (2.20). The principal part of our proof consists in the rewriting of the matrix $A_{i}$.

On expressing the matrices $T_{i}$ in terms of $N_{i}$ and $M_{i}$ through (2.15a), we obtain, on using exponentiation algorithm (I 3.26) and the commutation rules for the matrices $M_{i}$ and $N_{i}$ which are the same as those for the matrices in (I 2.7), the following result:

$$
\begin{equation*}
\exp \left(i v N_{3}\right) T_{i} \exp \left(-i v N_{3}\right)=p T_{i} \tag{C2}
\end{equation*}
$$

Thus, from (2.20')

$$
\begin{equation*}
\exp \left(i \nu N_{3}\right) B_{i}=p B_{i} \exp \left(i v N_{3}\right) \tag{C3}
\end{equation*}
$$

In a similar way, one can show that

$$
\begin{align*}
& \exp (i \omega \cdot \mathbf{M}) B_{i}=\frac{1}{p^{2}}\left[-(\mathbf{p} \times \mathbf{M})_{i}\right. \\
& \left.-\epsilon\left(p_{i} / p\right)(\mathbf{p} \cdot \mathbf{N})+\epsilon p N_{i}\right] \exp (i \omega \cdot \mathbf{M}) \tag{C4}
\end{align*}
$$

Thus, our expression for the matrix $A_{i}$ is

$$
\begin{align*}
A_{i}=(p)^{-1}[- & (\mathbf{p} \times \mathbf{M})_{i}-\epsilon\left(p_{i} / p\right)(\mathbf{p} \cdot \mathbf{N}) \\
& \left.+\epsilon p N_{i}\right] \exp (i \omega \cdot \mathbf{M}) \exp \left(i v N_{3}\right) \tag{C5}
\end{align*}
$$

Equation (2.23) follows on using (2.20), (2.21), (2.17), and (2.22).
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#### Abstract

Series of Stieltjes with nonzero radius of convergence $R$ have been considered in this paper. It is well known that sequences of Pade approximants to these series may be defined which converge in the complex plane cut from $-R$ to $-\infty$. It is shown that the Pade approximants satisfy inequalities between 0 and $-R$ which are much more general than those already proved on the positive real axis. A new sequence of approximants is defined, which are closely related to the Pade approximants and which have very similar properties. The two sets of approximants may be used to determine the series of Stieltjes within certain limits for points on the real axis between 0 and $-R$, given only the first few coefficients of the power series expansion. The result is then extended to all points in the interior of a circle with center at the origin and radius $R$.


## 1. INTRODUCTION

The importance of Padé approximants lies in the fact that they can be used to obtain directly an analytical continuation of a function of a complex variable outside the region of convergence of the Taylor series expansion for this function. Indeed, they can be used to interpret series whose radius of convergence is zero.

The known mathematical properties and, in particular, the convergence of sequences of these approximants have been discussed in a review article by Baker, Jr., ${ }^{1}$ (which will be referred to as GB for the rest of this paper). The problem of convergence when the degree of the denominator and numerator both go to infinity has only been solved completely for series of Stieltjes. ${ }^{2}$ In particular, it can be shown that if such a series has radius of convergence $R$, then sequences of Padé approximants in any closed finite region of the complex plane cut along the negative real axis from $-R$ to $-\infty$ converge uniformly to the analytical function defined by the power series.

It is proved in GB that the Padé approximants form both upper and lower bounds to the series of Stieltjes on the positive real axis, and similar relations hold between the corresponding first derivatives. These properties which are presented in Sec. 2 are very important for the following reason: Given a function is a series of Stieltjes and given the first few coefficients of its power series expansion, then one can determine the values of the function on the positive real axis, to within certain limits given by the Padé approximants, without knowing any more about the detailed form of the function.
The main purpose of this paper is to discuss the properties of the Pade approximants on the negative

[^22]real axis between 0 and $-R$. In Sec. 3 it is shown that the approximants once again give bounds to the series of Stieltjes, but in this case they are all lower bounds. Another important difference is that similar properties may be obtained for derivatives of all orders-not only the first. The fact that Pade approximants only give lower bounds means that they cannot be used by themselves to obtain limits on the exact function. However, in Sec. 4 it is shown that one can define a new sequence of functions which converge to the exact function in the cut plane and which form upper bounds to the exact function on the negative axis between 0 and $-R$, and any one function of the sequence depends on only the first few of the coefficients in the series expansion of the exact function. The new approximants are related to the derivatives of Padé approximants of a new series of Stieltjes obtained from the original one by integration. With this new type of approximant and the Padé approximant one may once again determine (to within certain limits) the values of the exact function on the negative real axis between 0 and $-R$, given only the first few coefficients of the series expansion. Indeed, one can extend this result to all points contained in the circle with center at the origin and of radius $R$, as is shown in Sec. 4.

To illustrate the above results, a particular example of a series of Stieltjes with nonzero radius of convergence is considered in Sec. 5. This series is related to a spectral integral of a kinematical factor which arises in the approximate solution of the $N / D$ equations in partial wave-dispersion relations. ${ }^{3}$ Several tables of numerical results are presented which demonstrate how the above function satisfies the properties discussed in the previous paragraphs. The results of this paper are discussed in Sec. 6.

[^23]
## 2. SERIES OF STIELTJES AND THEIR PADE APPROXIMANTS AS BOUNDS ON THE positive real axis

A series of Stieltjes is defined by

$$
\begin{equation*}
f(z)=\sum_{j=0}^{\infty} f_{j}(-z)^{j} \tag{2.1}
\end{equation*}
$$

if and only if there is a bounded nondecreasing function $\phi(u)$ taking on infinitely many values in the interval $0 \leq u \leq \infty$ such that

$$
\begin{equation*}
f_{j}=\int_{0}^{\infty} u^{j} d \phi(u) \tag{2.2}
\end{equation*}
$$

This definition is equivalent to the conditions

$$
\begin{equation*}
D(0, n)>0, \quad D(1, n)>0, \quad(n=0,1,2, \cdots,) \tag{2.3}
\end{equation*}
$$

where

$$
D(m, n)=\operatorname{det}\left|\begin{array}{cccc}
f_{m} & f_{m+1} & \cdots & f_{m+n}  \tag{2.4}\\
f_{m+1} & f_{m+2} & \cdots & f_{m+n+1} \\
\cdot & & & \cdot \\
\cdot & & & \cdot \\
\cdot & & & \cdot \\
f_{m+n} & f_{m+n+1} & \cdots & f_{m+2 n}
\end{array}\right|
$$

From (2.3) it can be proved that $D(m, n)>0$ for all $m$ and $n$.

A Pade approximant to the series $f(z)$ is the quotient of one polynomial $P(z)$ of degree $M$ by another $Q(z)$ of degree $N$ such that

$$
\begin{equation*}
f(z) Q(z)-P(z)=A z^{M+N+1}+B z^{M+N+2}+\cdots \tag{2.5}
\end{equation*}
$$

where $A, B, \cdots$, are constants. The polynomials $P(z)$ and $Q(z)$ are determined by Eq. (2.5) so long as the normalizing condition

$$
\begin{equation*}
Q(0)=1 \tag{2.6}
\end{equation*}
$$

is added, and we say that $P(z) / Q(z)$ is the $[N, M]$ Pade approximant to $f(z)$. In fact, $[N, M]$ may be written explicitly in terms of the coefficients $f_{j}$ as
where $f_{j}=0$ if $j<0$ and sums for which the initial point is larger than the terminal point are omitted.

Infinite sequences of Pade approximants of the form $[N, N+j]$ where $N \rightarrow \infty$ and $j \geq-1$ are considered in GB. Let $P_{\underset{N}{(j)}(z) \text { be the numerator and }}$ $Q_{N}^{(j)}(z)$ be the denominator of $[N, N+j]$ in Eq. (2.7). The inequalities (2.3) determine the position of the zeros of $Q_{N}^{(j)}(z)$ which lie on the negative real axis between $-R$ and $\infty$, where $R$ is the radius of convergence of the series (2.1). It is then proved in GB that sequences of Padé approximants of the form [ $N, N+$ j] with $j \geq-1$ converge in the cut plane ( $-\infty \leq$ $z \leq R)$ to the function $f(z)$ defined by the power series. It is also shown in GB that the Pade approximants
satisfy the following inequalities when $z \geq 0$ :

$$
\begin{align*}
(-1)^{(1+j)}\{[N+1, N+1+j]-[N, N+j]\} & \geq 0  \tag{2.8}\\
(-1)^{(1+j)}\{[N, N+j]-[N-1, N+j+1]\} & \geq 0  \tag{2.9}\\
(-1)^{(1+j)}\{[N, N+j+1]-[N, N+j]\} & \geq 0 \tag{2.10}
\end{align*}
$$

and

$$
\begin{equation*}
[N, N] \geq f(z) \geq[N, N-1] . \tag{2.11}
\end{equation*}
$$

Finally, it is proved that (2.11) may be differentiated with respect to $z$ giving

$$
\begin{equation*}
[N, N]^{\prime} \geq f^{\prime}(z) \geq[N, N-1]^{\prime} . \tag{2.12}
\end{equation*}
$$

Similarly, inequalities (2.9) and (2.10) may be differentiated so long as $j \geq 0$. These results were obtained from the following relations:

$$
\begin{align*}
& \frac{P_{N+1}^{(j)}(z)}{Q_{N+1}^{(j)}(z)}-\frac{P_{N}^{(j)}(z)}{Q_{N}^{(j)}(z)}=\frac{(-z)^{2 N+1+j}[D(1+j, N)]^{2}}{Q_{N}^{(j)}(z) Q_{N-1}^{(j+2)}(z)} \\
& \frac{P_{N}^{(j)}(z)}{Q_{N}^{(j)}(z)}-\frac{P_{N-1}^{(j+2)}(z)}{Q_{N-1}^{(j+2)}(z)} \\
& =\frac{(-z)^{2 N+1+3}[D(1+j, N-1) D(3+j, N-1)}{-D(1+j, N) D(3+j, N-2)]} \\
& Q_{N}^{(j)}(z) Q_{N-1}^{(j+2)}(z) \tag{2.14}
\end{align*},
$$

and a special case (when $j=-1$ ) of the relation

$$
\begin{align*}
& \frac{P_{N}^{(j+1)}(z)}{Q_{N}^{(j+1)}(z)}-\frac{P_{N}^{(j)}(z)}{Q_{N}^{(j)}(z)} \\
& =\frac{(-z)^{2 N+1+j} D(j+2, N-1) D(j+1, N)}{Q_{N}^{(j+1)}(z) Q_{N}^{(j)}(z)} . \tag{2.15}
\end{align*}
$$

## 3. PADÉ APPROXIMANTS AS LOWER BOUNDS OF $f(z)$ ON THE NEGATIVE REAL AXIS

It is proved in GB that the zeros of $Q_{N}^{(j)}(z)$ lie between $-R$ and $-\infty$, thus $Q_{N}^{(j)}(z)$ is positive for $-R \leq z \leq 0$, since $Q_{N}^{(j)}(0)=D(1+j, N-1)>0$. Hence, from Eqs. (2.13), (2.14), and (2.15), for $j \geq-1$ and $-R<z \leq 0$,

$$
\begin{array}{r}
{[N+1, N+1+j]-[N, N+j] \geq 0} \\
{[N, N+j]-[N-1, N+j+1] \geq 0} \\
\quad[N, N+j+1]-[N, N+j] \geq 0 \tag{3.3}
\end{array}
$$

The inequality (3.2) follows from the fact that

$$
\begin{aligned}
{[D(1+j, N-1) D(3+j,} & N-1)-D(1+j, N) \\
& \times D(3+j, N-2)]>0
\end{aligned}
$$

as is proved in GB. The sequence $[N, N+j]$ is monotonic increasing from (3.1), and since it converges to $f(z)$,

$$
\begin{equation*}
f(z) \geq[N, N+j] \tag{3.4}
\end{equation*}
$$

for $-R<z \leq 0$. From Eqs. (3.1) and (3.2), the best lower bound to the function $f(z)$ obtainable from a Padé approximant with a given even number of coefficients is $[N, N]$; with a given odd number of coefficients it is [ $N, N-1$ ]. Using Eq. (3.3), it may be proved that these "best" approximants satisfy the following inequalities:

$$
\begin{align*}
{[1,1] \leq[2,1] } & \leq[2,2] \leq \cdots \leq[N, N-1] \\
& \leq[N, N] \leq[N+1, N] \leq f(z) . \tag{3.5}
\end{align*}
$$

Now in the case where $z \geq 0$, the inequalities
(2.8)-(2.11) could be differentiated at most once; i.e., similar relations cannot be found for second or higher derivatives of the Padé approximants. However, when $-R<z \leq 0$, the situation is quite different. It is now proved that the inequalities (3.1)-(3.4) may be differentiated any number of times, so long as a factor $(-1)$ is introduced with each differentiation, so that

$$
\begin{equation*}
\left\{[N+1, N+j+1]^{(n)}-[N, N+j]^{(n)}\right\}(-1)^{n} \geq 0 \tag{3.6}
\end{equation*}
$$

$$
\begin{equation*}
\left\{[N, N+j]^{(n)}-[N-1, N+j+1]^{(n)}\right\}(-1)^{n} \geq 0 \tag{3.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\{[N, N+j+1]^{(n)}-[N, N+j]^{(n)}\right\}(-1)^{n} \geq 0 \tag{3.8}
\end{equation*}
$$

The proof of (3.8) is given below; Eqs. (3.6) and (3.7) may be proved in a similar way. Since the zeros of $Q_{N}^{(j)}(z)$ lie between $-R$ and $-\infty$, the function

$$
F(z)=\frac{D(j+2, N-1) D(j+1, N)}{Q_{N}^{(j+1)}(z) Q_{N}^{(j)}(z)}
$$

may be written in the form

$$
\begin{equation*}
F(z)=C /\left[\left(z+\alpha_{1}\right)\left(z+\alpha_{2}\right) \cdots\left(z+\alpha_{2 \mathrm{~V}}\right)\right] \tag{3.9}
\end{equation*}
$$

where $C$ is a positive constant and $-\alpha_{i}$ are the zeros of $Q_{N}^{(j+1)}(z)$ and $Q_{N}^{(j)}(z)$.

Since $z+\alpha_{i}>0$ for $-R<z \leq 0$,

$$
\begin{equation*}
(-1)^{n} \frac{d^{n} F(z)}{d z^{n}}>0 \tag{3.10}
\end{equation*}
$$

for these same values of $z$ and any integer $n$. Using Leibniz's theorem, the $n$th derivative of the right-hand side of (2.15) is

$$
\begin{align*}
= & (-1)^{j+1}\left[F^{(n)}(z) z^{2 N+j+1}\right. \\
& +n F^{(n-1)}(z) z^{2 N+j}(2 N+j+1)+\cdots \\
& +{ }^{n} C_{r} F^{(n-r)}(z) \times(2 N+j+1) \times \cdots  \tag{3.11}\\
& \left.\times(2 N+j-r+2) z^{2 N+j-r+1}+\cdots\right], \\
= & (-1)^{[j+1+(n+2 N+j+1)]} \times[\text { positive quantity }] \\
= & (-1)^{n} \times[\text { positive quantity]. }
\end{align*}
$$

Inequality (3.8) then follows immediately from Eq. (2.15). Since $[N, N+j]$ tends uniformly to $f(z)$ in any finite closed region of the cut $z$ plane, $[N, N+j]^{(n)}$ tends uniformly to $f^{(n)}(z)$ in this same region.

Therefore, using (3.7),

$$
\begin{equation*}
\left\{f^{(n)}(z)-[N, N+j]^{(n)}\right\}(-1)^{n} \geq 0 \tag{3.12}
\end{equation*}
$$

This last set of inequalities tells us that the magnitude of the error between $f(z)$ and the $[N, N+j]$ Padé approximant increases as $z$ decreases from 0 to $-R$.

The same is true for the corresponding derivatives of any order.

## 4. NEW SEQUENCE OF APPROXIMANTS TO A SERIES OF STIELTJES

It has been shown in Sec. 2 that Pade approximants give both upper and lower bounds to a series of Stieltjes $f(z)$ when $z \geq 0$. Thus, given the first few coefficients of a power series expansion, $f(z)$ can be determined to within certain limits provided by these bounds without knowing any more about its detailed form. When $0 \geq z>-R$, the Padé approximants only give lower bounds; $f(z)$ cannot be determined to within limits in the above way. It is now shown that a new sequence of functions may be defined which converge to $f(z)$, are upper bounds for $0 \geq z>-R$, and where any one function of the sequence depends only on the first few coefficients of a power series expansion of $f(z)$. Now

$$
\begin{equation*}
f(z)=\int_{0}^{1 / R} \frac{1}{1+u z} d \phi(u)=f_{0}-z \int_{0}^{1 / R} \frac{u d \phi(u)}{1+u z} \tag{4.1}
\end{equation*}
$$

Let

$$
\begin{equation*}
F(z)=\int_{0}^{1 / R} \frac{u d \phi(u)}{1+u z} \tag{4.2}
\end{equation*}
$$

and let $G(z)$ be the integral of $F(z)$ so that

$$
\begin{equation*}
G(z)=\int_{0}^{z} F(t) d t \tag{4.3}
\end{equation*}
$$

Then

$$
\begin{align*}
G(z) & =\int_{0}^{1 / R} \log (1+u z) d \phi(u) \\
& =f_{0} \log _{e}(1+z / R)-z \int_{0}^{1 / R} \frac{\phi(u) d u}{1+u z} \tag{4.4}
\end{align*}
$$

after changing the order of integration ${ }^{4}$ and then integrating by parts.

Without loss of generality we may take $\phi(0)=0$. Then, if the function $\gamma(u)$ is defined by the relations

$$
\gamma(u)= \begin{cases}\int_{0}^{u} \phi(t) d t & 0 \leq u \leq \frac{1}{R}  \tag{4.5}\\ \gamma\left(\frac{1}{R}\right) & \frac{1}{R} \leq u<\infty\end{cases}
$$

it is easily seen to be nondecreasing, bounded, and to assume infinitely many values. Therefore the function $K(z)$ defined by the relation

$$
K(z)=\int_{0}^{1 / R} \frac{\phi(u) d u}{1+u z}=\int_{0}^{\infty} \frac{d \gamma(u)}{1+u z}
$$

is a series of Stieltjes with radius of convergence $R$.

[^24]Substituting in (4.4),

$$
\begin{equation*}
G(z)=f_{0} \log _{e}(1+z / R)-z K(z) \tag{4.6}
\end{equation*}
$$

Then differentiating this equation with respect to $z$,

$$
\begin{equation*}
F(z)=f_{0} /(R+z)-\left[z K^{\prime}(z)+K(z)\right] \tag{4.7}
\end{equation*}
$$

Finally,

$$
\begin{equation*}
f(z)=\frac{f_{0} R}{R+z}+z\left[z K^{\prime}(z)+K(z)\right] \tag{4.8}
\end{equation*}
$$

An approximate expression for $f(z)$ can be obtained by replacing $K(z)$ with its [ $N, M$ ] Padé approximant. Let ( $N, M$ ) be the corresponding approximate form for $f(z)$. Then it is obvious from (4.8) that $(N, N+j)$ converges uniformly to $f(z)$ as $N \rightarrow \infty$ in any finite closed region of the $z$-plane cut from $-R$ to $-\infty$, for $j \geq-1$.

The inequalities analogous to Eqs. (3.6)-(3.8) and (3.12) are easily obtained. They are

$$
\begin{equation*}
\left[(N+1, N+j+1)^{(n)}-(N, N+j)^{(n)}\right](-1)^{n+1} \geq 0 \tag{4.9}
\end{equation*}
$$

$\left[(N, N+j)^{(n)}-(N-1, N+j+1)^{(n)}\right](-1)^{n+1} \geq 0$,

$$
\begin{equation*}
\left[(N, N+j+1)^{(n)}-(N, N+j)^{(n)}\right](-1)^{n+1} \geq 0 \tag{4.10}
\end{equation*}
$$

$$
\begin{equation*}
\left[f^{(n)}(z)-(N, N+j)^{(n)}\right](-1)^{n+1} \geq 0 \tag{4.11}
\end{equation*}
$$

The last set of inequalities tell us that the $(N, N+j)$ are upper bounds to $f(z)$ for $-R<z \leq 0$, and that the magnitude of the error between $f^{(n)}(z)$ and $(N, N+j)^{(n)}$ increases as $z$ decreases from 0 to $-R$. To find a particular $(N, N+j)$ one needs to know the corresponding Padé approximant for $K(z)$. This is determined from the coefficients of its power series expansion. Let

$$
\begin{equation*}
K(z)=\sum_{i=0}^{\infty} k_{i}(-z)^{i} \tag{4.13}
\end{equation*}
$$

The $k_{i}$ are determined by substituting for $f(z)$ and $K(z)$ in Eq. (4.8) their power series expansions, and then equating coefficients. This gives

$$
\begin{equation*}
k_{i}=\frac{1}{(i+1)}\left\{f_{0} / R^{i+1}-f_{i+1}\right\} . \tag{4.14}
\end{equation*}
$$

The Padé approximants of $K(z)$, and hence the approximants ( $N, M$ ), can therefore be obtained from the first few coefficients of the power series expansion of $f(z)$, as was required. It also follows from the inequalities (4.9)-(4.12) that, for a given odd number of coefficients used in the Padé approximant to $K(z)$,
( $N, N-1$ ) is the best approximant to $f(z)$; for a given even number of coefficients, the best approximant is ( $N, N$ ). From Eqs. (4.11) and (4.12),

$$
\begin{equation*}
(N, N-1) \geq(N, N) \geq(N+1, N) \geq f(z) \tag{4.15}
\end{equation*}
$$

so that the "best approximants" get closer to $f(z)$ as the number of coefficients used is increased.

Consider now the function $E(z)$ which is the error in replacing $f(z)$ by its $[N, M]$ Padé approximant, i.e.,

$$
\begin{equation*}
E(z)=[N, M]-f(z) \tag{4.16}
\end{equation*}
$$

From (3.12), $(-1)^{n+1} E^{(n)}(z) \geq 0$ for $-R<z \leq 0$. Take any circle with center at the origin and radius $r<R$. Then since the Taylor series expansion of $E(z)$ converges when $|z| \leq r$, for these values of $z$

$$
\begin{equation*}
|E(z)| \leq|E(-r)| \tag{4.17}
\end{equation*}
$$

by the maximum modulus theorem. But since $[N, M$ ] and $(N, M)$ form lower and upper bounds to $f(z)$ for $-R<z \leq 0$,

$$
\begin{equation*}
|E(-r)| \leq\left|\{[N, M]-(N, M)\}_{z=-r}\right| \tag{4.18}
\end{equation*}
$$

Combining (4.17) with (4.18), it follows that an upper bound on the modulus of the error in replacing $f(z)$ by $[N, M$ ] may be obtained from the first few coefficients in the power series expansion of $f(z)$ when $z$ lies inside or on a circle of radius $r<R$. Since the magnitude of $[N, M]-(N, M)$ increases as $z$ decreases from 0 to $-R$, the best estimate of the error at a point $z=w$ (where $w$ is complex and inside the circle $|z|=R$ ) is

$$
\begin{equation*}
=\left|\{[N, M]-(N, M)\}_{z=-|w|}\right| \tag{4.19}
\end{equation*}
$$

Similar bounds can be put on the error in replacing $f(z)$ by $(N, M)$.

## 5. NUMERICAL RESULTS FOR A SERIES OF STIELTJES OCCURRING IN PARTIAL WAVE DISPERSION RELATIONS

Consider the scattering of scalar particles with equal mass $\mu$ and at a total energy squared equal to $s$. The corresponding partial wave amplitudes $A_{l}(s)$ are then analytic functions in the complex $s$ plane with cuts along the positive real axis from $4 \mu^{2}$ to $\infty$, and from some value $-s_{1}$ to $-\infty$ along the negative real axis. The usual problem is to solve for $A_{l}(s)$, given its discontinuity across the negative axis and using the unitary condition on the right-hand cut. The N/D method is probably the easiest way of doing this, but the resultant integral equations in $N$ or $D$, in general, can only be solved approximately. One way is to approximate $F(s)$, the spectral integral of the kine-
matical factor $\rho(s)$, over the right-hand cut so that

$$
\begin{equation*}
F(s)=\frac{1}{\Pi} \int_{4 \mu^{2}}^{\infty} \frac{\rho(x)}{(x-s) x} d x \tag{5.1}
\end{equation*}
$$

by a rational function of $s .{ }^{5}$ This particular case [when this rational function is a Pade approximant of $F(s)$ ] has been discussed by the author. ${ }^{3}$

The above function is not a series of Stieltjes as it stands, but, upon making the substitutions

$$
\begin{equation*}
s=\frac{4 \mu^{2} z}{(1+z)} \quad \text { and } \quad x=\frac{4 \mu^{2}}{(1-u)} \tag{5.2}
\end{equation*}
$$

it takes on the new form

$$
\begin{align*}
F(s) & =\frac{(1+z)}{4 \Pi \mu^{2}} \int_{0}^{1} \frac{\rho\left[4 \mu^{2} /(1-u)\right]}{(1+z u)} d u \\
& =(1+z) f(z) \tag{5.3}
\end{align*}
$$

where this last equation defines the function $f(z)$. Then, since $\rho(x)>0, f(z)$ is a series of Stieltjes in $z$ and, from (5.3), it has a radius of convergence 1 .

The particular case when

$$
\rho(x)=\left[\frac{x-4 \mu^{2}}{x}\right]^{\frac{1}{2}}=u^{\frac{1}{2}}
$$

is considered here. In this case the integral in (5.3) may be evaluated giving
$f(z)=\frac{1}{2 \Pi \mu^{2} z}\left\{1-\frac{1}{2(-z)^{\frac{1}{2}}} \log \left[\frac{1+(-z)^{\frac{1}{2}}}{1-(-z)^{\frac{1}{2}}}\right]\right\}$.
The coefficients $f_{i}$ in the power series expansion (2.1) for $f(z)$ are then given by

$$
\begin{equation*}
f_{i}=\left[2 \Pi \mu^{2}(2 i+3)\right]^{-1} \tag{5.5}
\end{equation*}
$$

Values of $f(z)$ and a selection of its approximants are given in ${ }^{6}$ Table I for $z$ between 0 and -1 . It can be verified from the table that for these values of $z$,

$$
\begin{aligned}
& {[2,1] \leq[2,2] \leq[3,2] \leq f(z)} \\
& \leq(3,2) \leq(2,2) \leq(2,1),
\end{aligned}
$$

which are consistent with Eqs. (3.5) and (4.15). The data given in Table I may then be used to prove that, for the above values of $z$,

$$
\begin{aligned}
{[2,1]^{\prime} } & \geq[2,2]^{\prime} \geq[3,2]^{\prime} \geq f^{\prime}(z) \\
& \geq(3,2)^{\prime} \geq(2,2)^{\prime} \geq(2,1)^{\prime}
\end{aligned}
$$

which are again in agreement with Eqs. (3.6), (3.12), (4.9), and (4.12). One may also notice that for values of $z$ close to -1 , the Padé approximants $[N, M$ ] are much better approximations to $f(z)$ than the approximants ( $N, M$ ). This result however may well depend

[^25]Table I. $f(z)$ and its approximants. (Values are multiplied by $10^{2}$.)

| $z$ | $[2,1]$ | $[2,2]$ | $[3,2]$ | $f(z)$ | $(3,2)$ | $(2,2)$ | $(2,1)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| -0.1 | 5.6481 | 5.6481 | 5.6481 | 5.6481 | 5.6481 | 5.6481 | 5.6481 |
| -0.2 | 6.0496 | 6.0497 | 6.0497 | 6.0497 | 6.0497 | 6.0497 | 6.0497 |
| -0.3 | 6.5277 | 6.5282 | 6.5282 | 6.5282 | 6.5283 | 6.5283 | 6.5285 |
| -0.4 | 7.1095 | 7.1113 | 7.1116 | 7.1117 | 7.118 | 7.1121 | 7.1134 |
| -0.5 | 7.8366 | 7.8430 | 7.8445 | 7.8448 | 7.8452 | 7.8474 | 7.8537 |
| -0.6 | 8.7776 | 8.7975 | 8.8036 | 8.8051 | 8.8081 | 8.8208 | 8.8485 |
| -0.7 | 10.054 | 10.112 | 10.136 | 10.144 | 10.168 | 10.239 | 10.356 |
| -0.8 | 11.901 | 12.076 | 12.168 | 12.216 | 12.448 | 12.865 | 13.387 |
| -0.9 | 14.854 | 15.418 | 15.829 | 16.213 | 19.770 | 22.921 | 25.721 |

on the particular function $f(z)$ considered in this section and may not be a general property.

In Table II the values of $|[2,2]|,|(2,2)|$, and the corresponding errors are given for a selection of points in the complex $z$ plane inside the circle $|z|=1$. Only points with $\operatorname{Im} z>0$ have been considered, but as $f(z)$ and its approximants are real functions of $z$, their values at points with $\operatorname{Im} z<0$ are obtained by complex conjugation.

It is easily seen from Table II that the values of $|f(z)-[2,2]|$ satisfy (4.17), i.e.,

$$
|f(z)-[2,2]| \leq|f(-r)-[2,2]|_{z=-r}
$$

where $|z| \leq r$. The same is also true for $\mid f(z)-$ $(2,2) \mid$.

As was shown in Sec. 4, one may put an upper bound on the error between $f(z)$ and the $[N, M]$ or ( $N, M$ ) approximants without knowing any more about the form of $f(z)$ than the first $N+M+2$ coefficients in its power series expansion which gives these approximants. For instance, when $|z| \leq r<1$ and the first six coefficients of the power series expansion of $f(z)$ are given, ${ }^{7}$

$$
|f(z)-[2,2]| \leq\left|\{[2,2]-(2,2)\}_{z=-r}\right|
$$

and the right-hand side of this inequality can be calculated.

For instance, when $|z| \leq 0.6$,

$$
|f(z)-[2,2]|<2.4 \times 10^{-4}
$$

Since $|[2,2]| \sim 10^{-2}$ for $|z|=0.6$, this is a useful estimate of the error involved in replacing $f(z)$ by its $[2,2]$ approximant. However, when $|z| \leq 0.9$, the estimate of the error is

$$
|f(z)-[2,2]|<7.5 \times 10^{-2}
$$

which is of the same order as $|[2,2]|$ and is therefore not so useful. To have useful approximations to $f(z)$ for these values of $z$, one must use higher-order approximants.

[^26]The particular series of Stieltjes considered in this section has unit radius of convergence, and so the results proved in this paper may be applied in the region $|z|<1$, which is small compared with the whole complex $z$ plane. However, this region of the $z$ plane maps onto the much larger region of the complex $s$ plane defined by $\operatorname{Re} s<2 \mu^{2}$. The interior of the circle $|z|=r<1$ maps onto the interior of the circle with center at $s=-4 \mu^{2} r^{2} /\left(1-r^{2}\right)$ and with radius $4 \mu^{2} r /\left(1-r^{2}\right)$ in the complex $s$ plane. The error between $f(z)$ and $(N, M)$ or $[N, M]$ for values of $s$ inside this circle is less than the error at the point $s=4 \mu^{2} r /\left(1-r^{2}\right)$ on the $s$ circumference of the circle which corresponds to $z=-r$. This point on the circle is the one farthest away from the right-hand cut in the complex $s$ plane.

## 6. CONCLUSIONS

Series of Stieltjes with nonzero radius of convergence have been considered in this paper. If such a series has radius of convergence $R$, then sequences of Padé approximants may be defined which converge uniformly in any finite closed region of the complex plane cut from $-R$ to $-\infty$. Properties of the Padé approximants on the positive real axis have been discussed in GB. An important result is that they provide both upper and lower bounds to the exact function in this region. This means that values of the series of Stieltjes may be determined within certain limits on the positive real axis, given the first few coefficients of the power series expansion.

This paper has been concerned with the behavior of the Padé approximants on the real axis between 0 and $-R$. The investigation of such behavior has led to the definition of a new type of approximant to the series of Stieltjes and the extension of the region of interest to the interior of a circle with center at the origin and of radius $R$.

Various inequalities between the series of Stieltjes $f(z)$ and its Padé approximants $[N, M]$ were obtained in Sec. 3 for $z$ on the real axis between 0 and $-R$.

Table II. Values of $[2,2]$ and $(2,2)$ for complex $z$ with the corresponding errors.

| $\|z\|$ | Arg $z$ (radians) | $\|[2,2]\|$ | $\|f(z)-[2,2]\|$ | $\|(2,2)\|$ | $\|f(z)-(2,2)\|$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.3 | 0 | $4.5165 \mathrm{E}-2$ | $7.9401 \mathrm{E}-8$ | $4.5165 \mathrm{E}-2$ | $2.6892 \mathrm{E}-7$ |
| 0.3 | $0.2 \Pi$ | $4.6406 \mathrm{E}-2$ | $1.0479 \mathrm{E}-7$ | $4.6406 \mathrm{E}-2$ | $2.0406 \mathrm{E}-7$ |
| 0.3 | $0.4 \Pi$ | $4.9440 \mathrm{E}-2$ | $1.2803 \mathrm{E}-7$ | $4.9440 \mathrm{E}-2$ | $3.3491 \mathrm{E}-7$ |
| 0.3 | $0.6 \Pi$ | $5.4916 \mathrm{E}-2$ | $2.3520 \mathrm{E}-7$ | $5.4916 \mathrm{E}-2$ | $3.1326 \mathrm{E}-7$ |
| 0.3 | $0.8 \Pi$ | $6.1649 \mathrm{E}-2$ | $4.2468 \mathrm{E}-7$ | $6.1649 \mathrm{E}-2$ | $4.2524 \mathrm{E}-7$ |
| 0.3 | $\Pi$ | $6.5282 \mathrm{E}-2$ | $5.2576 \mathrm{E}-7$ | $6.5283 \mathrm{E}-2$ | $9.1317 \mathrm{E}-7$ |
| 0.6 | 0 | $3.9567 \mathrm{E}-2$ | $1.3544 \mathrm{E}-6$ | $3.9567 \mathrm{E}-2$ | $1.1115 \mathrm{E}-6$ |
| 0.6 | $0.2 \Pi$ | $4.0893 \mathrm{E}-2$ | $1.6162 \mathrm{E}-6$ | $4.0893 \mathrm{E}-2$ | $9.4739 \mathrm{E}-7$ |
| 0.6 | $0.4 \Pi$ | $4.5289 \mathrm{E}-2$ | $2.7950 \mathrm{E}-6$ | $4.5289 \mathrm{E}-2$ | $2.4674 \mathrm{E}-6$ |
| 0.6 | $0.6 \Pi$ | $5.4241 \mathrm{E}-2$ | $7.2611 \mathrm{E}-6$ | $5.4236 \mathrm{E}-2$ | $6.9472 \mathrm{E}-6$ |
| 0.6 | $0.8 \Pi$ | $7.0880 \mathrm{E}-2$ | $2.7836 \mathrm{E}-5$ | $7.0904 \mathrm{E}-2$ | $4.1109 \mathrm{E}-5$ |
| 0.6 | $\Pi$ | $8.7975 \mathrm{E}-2$ | $7.5778 \mathrm{E}-5$ | $8.8208 \mathrm{E}-2$ | $1.5764 \mathrm{E}-4$ |
| 0.9 | 0 | $3.5350 \mathrm{E}-2$ | $5.6592 \mathrm{E}-6$ | $3.5350 \mathrm{E}-2$ | $5.2075 \mathrm{E}-6$ |
| 0.9 | $0.2 \Pi$ | $3.6688 \mathrm{E}-2$ | $6.9494 \mathrm{E}-6$ | $3.6688 \mathrm{E}-2$ | $6.2891 \mathrm{E}-6$ |
| 0.9 | $0.4 \Pi$ | $4.1297 \mathrm{E}-2$ | $1.3276 \mathrm{E}-5$ | $4.1305 \mathrm{E}-2$ | $1.4117 \mathrm{E}-5$ |
| 0.9 | $0.6 \Pi$ | $5.1530 \mathrm{E}-2$ | $4.3881 \mathrm{E}-5$ | $5.1464 \mathrm{E}-2$ | $5.9592 \mathrm{E}-5$ |
| 0.9 | $0.8 \Pi$ | $7.5732 \mathrm{E}-2$ | $3.31194 \mathrm{E}-4$ | $7.6547 \mathrm{E}-2$ | $7.7226 \mathrm{E}-4$ |
| 0.9 | $\Pi$ | $15.418 \mathrm{E}-2$ | $7.9492 \mathrm{E}-3$ | $22.921 \mathrm{E}-2$ | $6.7078 \mathrm{E}-2$ |

They are similar to corresponding inequalities holding on the positive real axis, but are much more general since they may be differentiated any number of times, while the latter inequalities may be differentiated at most once.

However, there is a disadvantage because the Pade approximants give only lower bounds to the series of Stieltjes $f(z)$ on the negative real axis, so that the sum of the series can no longer be determined (within certain limits) from the first few coefficients of the power series expansion. To remedy this defect, a new type of approximant $(N, M)$ to $f(z)$ was defined in Sec. 4, which has properties quite similar to those of the Padé approximants. For example, it may be obtained from the first few coefficients of the power series expansion for $f(z)$, sequences of the form ( $N, N+j$ ) converging to $f(z)$ as $N \rightarrow \infty$ for $j \geq-1$, and all $z$ in the complex plane cut from $-R$ to $-\infty$.

The properties of this new set of approximants were discussed in Sec. 4, and, in particular, their behavior was examined on the real axis between 0 and $-R$ for which various inequalities were obtained similar to those holding for the Padé approximants. However, they give upper bounds to $f(z)$ on the above part of the real axis and so can be used with the Padé approximants to determine $f(z)$, within certain limits, from
the first few coefficients of the power series expansion. This result may be extended off the real axis to the interior of a circle with center at the origin and radius $R$, using the maximum modulus theorem, as was shown in Sec. 4. In Sec. 5 a series of Stieltjes, which is of some interest in the solution of partial-wave dispersion relations, was considered. Numerical results were obtained which amply demonstrate the results of the previous sections.

The new approximants ( $N, M$ ) have only been defined for a series of Stieltjes. However, one can define them for any power series with nonzero radius of convergence by using (4.8), (4.13), and (4.14). Presumably they will have properties quite similar to the Pade approximants of the same power series.
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#### Abstract

The independent invariants of the fundamental and adjoint inhomogeneous algebras are explicitly constructed. Some classification of inhomogeneous algebras is given and their scalars and invariants are discussed.


## 1. INTRODUCTION

The first step in computing the representations of Lie algebras is usually that of finding the invariants which label the representations. Beyond this use, studying the invariants may also be helpful in understanding the structure of the algebra itself. Here we wish to discuss some general considerations concerning the polynomial invariants and scalars of inhomogeneous unitary algebras with compact homogeneous parts (compact inhomogeneous unitary algebras).

By an inhomogeneous algebra we mean the direct sum of a semisimple algebra (restricted here to be a unitary algebra, that is $A_{l}$ ), which we refer to as the homogeneous part, with an Abelian invariant algebra, the inhomogeneous part. As shown by Rosen ${ }^{1}$ the inhomogeneous part transforms according to some representation of the homogeneous part. The generators are labeled $E$ and $p$ for homogeneous and inhomogeneous parts, respectively, and sometimes $T$ is used for a generator which could be either $E$ or $p$.

By a scalar we mean a polynomial in the generators which commutes with all $E$ 's, and by an invariant a scalar which commutes with all $p$ 's.

We shall be considering the algebra $A_{l}$ and the group $\operatorname{SU}(n)$, so that $l$ and $n$ shall have this fixed meaning (except when used as indices), and $n=l+1$. $I S U(n)$ and $I U(n)$ shall refer to the inhomogeneous unimodular unitary and unitary groups, respectively, with unspecified inhomogeneous parts.
There are two special algebras, which will be given names: the adjoint (inhomogeneous unitary) algebra, and the fundamental (inhomogeneous unitary) algebra. The terms in parentheses may be left out. These are the algebras with an inhomogeneous part transforming according to the adjoint and fundamental representations of the simple part, respectively.

Tensor notation is used, with upper and lower indices. The commutation relations in this notation are reviewed for convenience in the Appendix. The indices will be arranged in Young patterns (except if

[^27]indicated) and we will refer to mixed form for a generator or polynomial which has both upper and lower indices, and (completely) lower form if it is written with only lower indices. The summation convention will be used for latin letters appearing once as an upper index and once as a lower; Greek indices are not summed and are to be understood as representing any arbitrary index in the set.

If an index appears on a $p$ and on an $E$, for example, we shall say that the $p$ and $E$ are linked or connected; thus $p_{i} \cdots E^{i}$, or we might say that the $E$ is linked to a lower pattern. We might also have $p$ connected to another $p$ through an $E: p_{i} \cdots E_{j}^{i} \cdots p^{j}$.

In Sec. 2 we consider how to construct scalars for the case of a simple homogeneous part and an inhomogeneous part which transforms according to a single irreducible representation of the simple part (an irreducible simple inhomogeneous algebra). A few general remarks are also made about invariants. In Sec. 3 we find the independent invariants for the fundamental algebra, and in Sec. 4 we do the same for the adjoint algebra. Section 5 gives a brief discussion of the algebra whose inhomogeneous part is reducible and Sec. 6 describes the algebras which result when the homogeneous part is semisimple but not simple. Some remarks are made about scalars in this type of algebra.

## 2. IRREDUCIBLE SIMPLE INHOMOGENEOUS ALGEBRAS

A discussion of how scalars are formed is useful not only because it is a first step toward finding the invariants, which must be scalars, but also because it sheds light on the structure of the algebra. In this section we shall be concerned with the irreducible simple inhomogeneous algebra. Other cases are considered later.

First we wish to show that for the algebras considered here and in the notation in which an expression contains an equal number of upper and lower indices, an expression is a scalar if all the indices are saturated, that is, each appears once as an upper index and once as a lower, and is summed over.

The scalars are to be found by taking all possible products of any number of the $E$ 's with any of the mixed forms of the $p$ 's and distributing the indices in all possible ways. Not all of these expressions will be independent of course. For example, for the adjoint representation of $A_{2}$ the different forms of the $p$ 's are

$$
p_{j}^{i}, p_{r}^{m}, \underset{s}{n}, p_{r i}, p^{s i}
$$

In order that an expression be a scalar it will be required to commute with all the $E_{\alpha}^{\alpha}$ separately, thereby not distinguishing explicitly between $U(n)$ and $S U(n)$. This can be done because by requiring an equal number of upper and lower indices the value of the commutator of $E_{i}^{i}$ with some expression is equal to zero since it is proportional to the difference between the number of upper and lower indices. Therefore the independent generators $H_{i}$ of $S U(n)$ which are each a sum of the $E_{\alpha}^{\alpha}$ are completely determined by and completely determine the commutator of $E_{\alpha}^{\alpha}$. So either set can be used and it is simpler to use $E_{\alpha}^{\alpha}$. This requirement cannot always be imposed for other algebras as we shall show below.

We first note that saturated indices contribute nothing to the commutator; if all the indices were saturated, clearly the term would be a scalar:

$$
\begin{equation*}
\left[E_{\beta}^{\alpha}, T \cdots \cdots_{m} \cdots\right]=T \cdots{ }_{m} \cdots \delta_{\beta}^{m}-T_{\cdots} \cdots_{\beta}^{m} \cdots \delta_{m}^{\alpha}+\cdots \tag{2.1}
\end{equation*}
$$

and these two terms cancel.
There is another possible way of forming invariants; by the use of the term $\epsilon_{a b c} \ldots$, the completely antisymmetric symbol. Assuming that a complete set of polynomial invariants exist, then invariants with the $\epsilon$ are not independent of those that are formed without it. Let us consider $I U(n)$ in which case this symbol is not defined. Then, under the assumption, any representation is completely labeled by the invariants that do not include the $\epsilon$. Now with two inequivalent, irreducible representations of $I S U(n)$ we can associate two inequivalent, irreducible representations of $I U(n)$; since the latter are completely labeled, the former are also.

That two inequivalent representations of $I S U(n)$ are inequivalent for $I U(n)$ is clear: the only difference between the latter and the former algebras is that the latter contains one more generator. Thus if there is no matrix which will transform all the representatives of $I S U(n)$ in one representation into the representatives in another representation, adding one more generator will not produce such a matrix.

An irreducible representation of $\operatorname{ISU}(n)$ is an irreducible representation of $\operatorname{IU}(n)$, with one exception, as we shall show below. So two inequivalent, irreduc-
ible representations of $I S U(n)$ give two inequivalent, irreducible representations of $I U(n)$. The converse need not be true. The exception occurs when $E_{i}^{i}$ links two equivalent representations of $\operatorname{ISU(n)}$. But this does not change the fact two inequivalent, irreducible representations of $\operatorname{ISU(n)}$ are correlated with two inequivalent, irreducible representations of $I U(n)$, and so are completely labeled.

We must also consider the possibility that there are more independent invariants which can be formed for $I U(n)$ than can for $I S U(n)$. This may occur because there are different ways of writing the $p$ 's and because of the occurence of the operator $E_{i}^{i}$. However, as we shall show in Sec. 6, $E_{i}^{i}$ can occur in an invariant only if the $p$ 's are chosen with equal number of upper and lower indices, and we can always chose $p$ 's not of this form. Furthermore, if we form two invariants using different forms of the $p$ 's, then their value is determined by the matrices of $\operatorname{ISU}(n)$, as $E_{i}^{i}$ does not appear in the invariant. Therefore the form of $p$ is irrelevant in determining its value. So if an invariant has different values for different representations of $I U(n)$, it will have different values for the representations of $\operatorname{IUS}(n)$ which are correlated with the former representations.
Accordingly we shall not consider the $\epsilon$ symbol further.

The proof that an irreducible representation of $I U(n)$ is an irreducible representation of $I S U(n)$ is the following. For $I U(n)$ there is one extra operator $E_{i}^{i}$ which commutes with all the semisimple operators and whose commutator with any of the $p$ 's is proportional to that $p$. Suppose now that $A$ and $B$ are two different representatives of any generator $M$ of $I S U(n)$ belonging to two different inequivalent, irreducible representations of $\operatorname{ISU}(n)$, and suppose that $E_{i}^{i}$ connects them. Letting $E_{i}^{i}$ have the form $\left(\begin{array}{ll}y & u \\ v & z\end{array}\right)$ and $M$ the form $\left(\begin{array}{ll}A & 0 \\ 0 & B\end{array}\right)$, then the commutator of $E_{i}^{i}$ and $M$ gives

$$
\left(\begin{array}{cc}
{[y, A]} & u B-A u  \tag{2.2}\\
v A-B v & {[z, B]}
\end{array}\right) \approx\left(\begin{array}{cc}
A & 0 \\
0 & B
\end{array}\right),
$$

which means that

$$
\begin{align*}
& v A-B v=0,  \tag{2.3}\\
& u B-A u=0,
\end{align*}
$$

requiring that $u=v=0$, since Schur's lemma goes there without change here.

The weakness of this proof (aside from the assumption of complete reducibility) is that many of the representations of inhomogeneous groups must be realized on spaces larger than Hilbert (for example,
on rigged Hilbert spaces) and the representatives may not be functions but (for example) functionals. We know of no general proof that the usual matrix manipulations can be performed for all the spaces on which a representation may be realized. We shall explicitly exclude from our present considerations representations for which it has not been proven that we can perform the "usual manipulations"; we leave open the questions as to how large a class of representations, if any, is thus excluded.

We can generally consider the invariants completely symmetrical with respect to the position of all the generators. To go from a symmetric to a nonsymmetric term requires commutation of the generators, which introduces expressions of lower order. (By "order" we mean the total number of generators multiplied together.) When we take the commutator of an expression and a $p$, the order of the expression is not changed. Let us now assume that the symmetrized version commutes with the $p$ 's, but the unsymmetrized one does not (or vice versa). Then the commutator of the symmetrized term equals the commutator of the unsymmetrized term plus the commutator of the difference, and this sum equals zero. However, the first term in the sum is of higher order than the other terms, and so it cannot be canceled by them. Hence we arrive at a contradiction. Therefore, if an expression is, or is not, an invariant, it remains so under any rearrangement of the generators in it. Notice that an invariant obtained by rearrangement from another invariant is not independent because the difference is an invariant of lower order (which is taken as independent).

Although the ordering of the generators in a scalar does not determine whether it is an invariant, nevertheless it is possible that a symmetrical expression (being the sum of several terms) might be zero, even though the individual invariants in the sum are not.

Finally, we mention the obvious point that any scalar consisting only of $p$ 's is an invariant.

## 3. FUNDAMENTAL INHOMOGENEOUS ALGEBRAS

The fundamental inhomogeneous algebra has one independent invariant. ${ }^{2}$ Before exhibiting it, we shall make some remarks on the construction of scalars.

First we note that there are no scalars consisting only of $p$ 's, for such a scalar would have the unique form

$$
p_{i} p_{j} \cdots p_{m} p^{\dot{m}}
$$

[^28]but this is zero because of the antisymmetry of the upper indices and the commutivity of the $p$ 's.

Furthermore, if there is a $p$ connected to the upper pattern,

the term is zero. In order to show this we shall take a particular component, without loss of generality, giving for the above term:

| 3 | 3 |
| :---: | :---: |
| $\vdots$ | $\vdots$ |
| $p^{1}$ | $p_{1}+$ |
| $p^{2}$ | $p_{2}$. |

The first $p$ equals $-p_{2}$ while the third is $-p_{1}$. The sum is thus zero.

A scalar containing $E$ 's must contain only one $p$ having an upper pattern because (as is easily seen) it is impossible to connect the upper patterns together as the lower $p$ 's contain only a single index. Therefore a scalar with more than one upper pattern is just a product of scalars. Furthermore, if there is a $p$ whose index appears the second time in the upper pattern, the scalar is zero by the above argument.

We shall now exhibit the invariant explicitly and prove that it is indeed an invariant. For $A_{1}$ it is $E_{j}^{i} p_{i} p^{j}$, and for any arbitrary $A$ it is

$$
\begin{gather*}
a \\
\vdots  \tag{3.1}\\
p^{f} E_{f}^{k} p_{k}\left[E_{a}^{m} E_{b}^{n}\left(E_{n}^{j} p_{m}-E_{m}^{j} p_{n}\right) p_{j}\right] \cdots,
\end{gather*}
$$

where there is a term similar to the one in the square brackets for each pair of indices in the upper pattern, and the $E_{f}^{k} p_{k}$ appears if and only if the number of upper indices which equals ( $l$ ) is odd.

By taking a particular set of components of the $E$ 's and $p$ 's, it can be immediately seen that the expression is not identically zero.

To show that it is an invariant we commute it with $P_{\alpha}$. This results in a sum of terms with each $E$ replaced in turn by a $p$ whose index is the lower index of the $E$ times a Kronecker delta. The contribution to the sum due to the $E_{f}^{k}$ and the $E$ 's in the first parenthesis is zero because they will give terms with a $p$ connected to the upper pattern. The second parenthesis will give

$$
\begin{equation*}
\left(p_{n} p_{m}-p_{m} p_{n}\right) p_{\alpha} \tag{3.2}
\end{equation*}
$$

so that the entire sum, and therefore the commutator, is zero. This proves that the expression is an invariant.

The requirement that the $E$ 's be traceless was not used in the above proof, and we now wish to show that
the expression is not changed if this requirement is introduced; it remains an invariant when the $E$ 's are explicitly traceless. Substituting

$$
E_{j}^{i}=E_{j}^{\prime i}+(1 / l+1) \sum_{k} E_{k}^{k} \delta_{j}^{i}
$$

where $E^{\prime}$ is traceless, and denoting the second term by $E \delta_{j}^{i}$, we get

$$
\begin{align*}
& \stackrel{a}{b} \\
& \stackrel{\vdots}{b} \\
& p^{f}\left(E_{f}^{\prime k} p_{k}+E p_{k} \delta_{f}^{k}\right) \\
& \quad \times\left[\left(E_{a}^{\prime m} E_{b}^{\prime n}+E E_{b}^{\prime n} \delta_{a}^{m}+E_{a}^{\prime m} E \delta_{b}^{n}+E^{2} \delta_{a}^{m} \delta_{b}^{n}\right)\right.  \tag{3.3}\\
& \left.\quad \times\left(E_{n}^{\prime j} p_{m}-E_{m}^{\prime,} p_{n}+E p_{m} \delta_{n}^{j}-E p_{n} \delta_{m}^{j}\right) p_{j}\right] \cdots
\end{align*}
$$

The first and fourth $\delta$ 's gives zero because they result in a $p$ connected directly to an upper pattern. The last two cancel. The second and third $\delta$ 's gives a term of the form

$$
\begin{aligned}
& \stackrel{a}{b} \\
& \vdots \\
& p \cdot E E_{a}^{\prime n} E_{b}^{\prime^{3}} p_{n} p_{j},
\end{aligned}
$$

which is zero by the antisymmetry of the upper indices and because a $p$ connected to an upper pattern gives zero. Hence the expression with the $E^{\prime}$ is equal to the expression with the $E$, and is thus an invariant.

## 4. ADJOINT INHOMOGENEOUS ALGEBRAS

We shall find all the independent invariants for the adjoint inhomogeneous algebra. The number of independent invariants can be found from the formula given by Beltrametti and Blasi. ${ }^{3}$ The formula states that the number of invariants equals the number of parameters minus the rank of the matrix formed from the structure constants. The number of parameters for the inhomogeneous adjoint $A_{l}$ is $2(l+1)^{2}-2$, which is twice as many as for $A_{l}$ alone. We shall find the rank of the matrix by triangularizing it and using the well-known fact that the rank of a triangular matrix is equal to the number of nonzero elements in the diagonal. The commuting variables of Beltrametti and Blasi that replace the $E$ 's of the homogeneous part are here denoted by $a$ 's, and those which replace the $p$ 's are denoted by $b$ 's. The required matrix is then

$$
\left(\begin{array}{cc}
b & a \\
0 & -b
\end{array}\right)
$$

where the $a$ 's and $b$ 's are both $\left[(l+1)^{2}-1\right]$ square matrices, and in fact, except for the different letters

[^29]used, are identical. On the top line, the $b$ on the left results from the commutation of $E$ 's and $p$ 's, and the $a$ on the right from the commutation of $E^{\prime}$; on the bottom line the zero results from the commutation of $p$ 's, and the $-b$ from commutation of $p$ 's and $E$ 's.

If a matrix is a triangular form, then it can be immediately seen that the determinant is the product of the diagonal elements. If the determinant is zero, then we strike out a row and a column of the matrix, so as to remove a zero from the diagonal. We continue this process until all the zeros have been removed to get a nonzero determinant. Thus we can immediately tell the rank of the original matrix by counting the number of nonzero elements in its diagonal. However this is only correct if, in striking out rows and columns, the diagonal is not shifted; otherwise we shall be counting the number of nonzero elements in the wrong diagonal. An example is the matrix

$$
\left(\begin{array}{lll}
0 & 1 & 2 \\
0 & 2 & 1 \\
0 & 0 & 0
\end{array}\right)
$$

which is obviously of rank 2 , although there is one nonzero element in the diagonal. However in striking out the row and column with all zeros, we have shifted the diagonal.

Applying this to the present situation, we perform the operations of adding the various rows and columns to other rows and columns to triangularize the $b$ matrices. In doing this the zero matrix will be affected, but this is meaningless and it will remain a zero matrix. Hence, after the $b$ matrices have been triangularized, the whole matrix is triangular. We now strike out the required rows and columns, eliminating the zeros in the diagonal after rearranging the rows and columns if necessary, to keep the entire matrix in triangular form. Such rearrangement of one $b$ matrix will not affect the other matrix nor will it change the zero matrix. Hence, after this series of operations, the entire matrix will be triangular with nonzero elements along the diagonal, and the number of such elements is the rank of the original matrix.

Now the $b$ matrix is the same as the $a$ matrix, and we know the number of nonzero diagonal elements in the entire matrix will be twice this number since there are two $b$ matrices. But the number of parameters is also twice that of the homogeneous algebra; thus the number of invariants for the inhomogeneous adjoint $A$ algebra is twice that of the $A$ algebra, or $2 l$. For the case of $A_{1}$ this gives the well-known result ${ }^{4}$ of two

[^30]invariants. This result agrees with that obtained in a somewhat different manner. ${ }^{2}$

We shall now show that the scalars that we will use are invariants. The first type of invariant is a scalar containing only $p$ 's. This is clearly an invariant. The second type is a scalar containing only one $E$ and any number of $p$ 's. Because the ordering is irrelevant, as other orderings differ only by scalars containing all $p$ 's and are not independent, for a given number of $p$ 's, it can be written in unique form and its commutation relations are

$$
\begin{align*}
& {\left[p_{\beta}^{\alpha},\right.} \\
& \left.\quad E_{i}^{j} p_{j}^{k} p_{m}^{i} \cdots p_{k}^{s}\right] \\
& \quad=-p_{\beta}^{j} p_{j}^{k} p_{m}^{\alpha} \cdots p_{k}^{s}+p_{i}^{\alpha} p_{\beta}^{k} p_{m}^{i} \cdots p_{k}^{s}  \tag{4.1}\\
& \quad=p_{m}^{\alpha} p_{\beta}^{j}\left(-p_{n}^{m} \cdots p_{k}^{s} p_{j}^{k}+p_{q}^{m} p_{n}^{\alpha} \cdots p_{j}^{k}\right)=0
\end{align*}
$$

(Some indices have been renamed in going to the second equation.)

Thus any scalar containing one or no $E$ 's is an invariant, and these are the only invariants we need.

The rule for obtaining independent invariants is to take each independent invariant of the homogeneous algebra and replace all the $E$ 's by $p$ 's to get the first set; to get the second set, we replace all but one of the E's by $p$ 's. Clearly this provides twice as many invariants as the homogeneous algebra has, which was required. It now remains to be proven that all these invariants are independent.

Firstly, in writing down any scalar, we shall take the completely symmetric form because this differs from a partially symmetric form only by terms of lower order, as discussed above. Suppose now that the completely symmetric form is not independent (so that it is possible to find a relation between it and the independent invariants), but suppose that the partially ordered form is independent. This would give a contradiction because we can substitute the equation for the partially symmetric form (which we write symbolically as $I_{s}=I_{p}+L$, where $I_{s}$ and $I_{p}$ are the symmetric and partially symmetric terms and $L$ is a sum of terms of lower order) into the relationship that holds for the completely symmetric form. The relation for $I_{s}$ we write as $I_{s}^{n}+J=0$, where $n$ is the power and $J$ represents the other terms. After substitution, we get $I_{p}^{n}+J+n L I_{p}^{n-1}+\cdots=0$; thus $I_{p}^{n}+J=0$, as the other terms are of lower order; therefore these two terms must cancel each other. Hence we can take any form as independent; and we shall take the most symmetric one. Because the ordering of the terms is now irrelevant, we do not have to concern ourselves with whether or not the terms commute.

Turning now to the proof of the independence of
the invariants, we first assume that it is possible to take an independent invariant of the homogeneous algebra, to replace all the $E$ 's by $p$ 's and to get an invariant which is not independent. This means that we can write an expression containing this invariant (and others) such that for each set of indices on any term, it is possible to find another term which will have a set of indices in its sum such that the term will be exactly the same as the first one (with opposite sign). However, this would be the case whether the term contained $p$ 's or $E$ 's; all that matters are the particular indices and their arrangement. Thus in the expression we could replace the $p$ 's by $E$ 's and still get cancellation. Therefore there is a relationship between invariants of the homogeneous algebra containing all $E$ 's. This is contrary to the original assumption that the invariant we are considering is independent. Hence we must conclude that the invariant containing the $p$ 's is independent.

Next consider an invariant containing one $E$, obtained from an independent invariant of the homogeneous algebra in the same way. Once again the argument applies: it too must be independent.

What can we now conclude about an invariant with the same structure as the ones above containing more than one $E$ (including those containing no $p$ 's)? The argument again applies: these also are independent. But there are no further independent invariants; the ones described above (with one or no $E$ 's) exhaust the set. Therefore scalars similar to the independent ones with more than one $E$ are not invariants.

As in the previous section we wish to consider what happens when the $E$ 's are made traceless. The invariant then becomes

$$
\begin{equation*}
E_{j}^{\prime j} p_{k}^{j} \cdots p_{i}^{s}-E p_{k}^{i} \cdots p_{i}^{s} \tag{4.2}
\end{equation*}
$$

$E$ is an invariant because the $p$ 's have an equal number of upper and lower indices. The second term of the above expression is thus an invariant, so the term with the $E^{\prime}$ is invariant.

The independence arguments remain unchanged, and the scalars should be taken with traceless $E$ 's because the $p$ 's are traceless.

Therefore the invariants are those scalars with one or no $E$ 's, and all the independent ones are found by taking the independent scalars of the homogeneous algebra and replacing all the $E$ 's and all but one $E$, by $p$ 's.

## 5. REDUCIBLE INHOMOGENEOUS PART

When the $p$ 's form a reducible representation of the homogeneous part, there is a new way to form a scalar.

Before discussing this let us list in what way
reducible $p$ 's can occur in our notation. The $p$ 's will be reducible if the indices are not completely symmetrized in Young patterns, if the $p$ 's are not completely traceless, if two different types of representations appear (for example, $p_{i}$ and $p^{i}$ ), and if one representation occurs more than once. This latter case will be handled by using different letters for the inhomogeneous operators (i.e., $p_{i}$ and $q_{i}$ ).

In the discussion on the construction of scalars, it was not assumed that the indices were completely symmetrized and that the $p$ 's were traceless or of the same type; nor would the discussion be affected if some of the $p$ 's were replaced by $q$ 's, etc. So any scalar formed by completely saturating the indices is a scalar for a reducible representation also.

Of course many more scalars can be formed by this method if the $p$ 's are reducible. For example, the fundamental representation has no invariants containing only $p$ 's; but if we consider the fundamental representation and its contragradient, we get $p_{i} p^{i}$. The exception is $A_{1}$ for which the representation and its contragradient are equivalent and $p_{i} p^{i}$ is zero.

While scalars formed according to the previously given rules are still scalars when the $p$ 's are reducible, this is no longer true of invariants. An expression that commutes with one irreducible representation of the reducible inhomogeneous part does not necessarily commute with other irreducible parts.

Since the adjoint case is important, it is worth noting that its $p$ 's need not be written in traceless form because any expression commutes with its trace, the scalar $p$ :

$$
\begin{align*}
{\left[p_{m}^{m}, E_{j}^{i} \cdots\right] } & =p_{j}^{m} \delta_{m}^{i} \cdots-p_{m}^{i} \delta_{j}^{m} \cdots+\cdots \\
& =p_{j}^{i} \cdots-p_{j}^{i} \cdots=0 \tag{5.1}
\end{align*}
$$

as might have been expected.
We now consider why there can be scalars other than those formed according to the previously stated rules. For an irreducible representation, a scalar, in completely lower notation, must have all its indices arranged in columns $n$ indices long. This is not true for reducible representations.

To show this we take the sum of products of two similar irreducible representations (such that none of the terms is a scalar) and get a scalar. If the representations are identical, the value of the scalar is zero; the fact that they are different representations is crucial. For example, for $S U(2)$ consider the sum of two fundamental representations. Neither of them has an invariant, but $p_{1} q_{2}-q_{1} p_{2}$ is an invariant. Commuting it with $E_{1}^{2}$, we get $p_{1} q_{1}-q_{1} p_{1}$, which is zero, and similarly for $E_{1}^{2}$. Note that since we are not using saturated indices here, the expression is not invariant
under $U(2)$ and so not under $E_{1}^{1}$ or $E_{2}^{2}$ individually; however, it is invariant under $E_{z}=E_{1}^{1}-E_{2}^{2}$. So it is a scalar under $S U(2)$.

## 6. SEMISIMPLE HOMOGENEOUS PART

The algebra whose homogeneous part is semisimple but not simple remains to be discussed.

We first make a few remarks on the situation in which we deal with $I U(n)$ rather than $I S U(n)$. Denoting the operator $E_{j}^{j}$ by $E$ and letting $M_{k}$ be an arbitrary scalar function of all operators other than $E$, an invariant must have the form $\sum_{k}(E)^{k} M_{k}$. Denoting any component of $p$ by $p_{\alpha}$ and letting the difference of the number of upper from lower indices on $p$ be $z$, we get

$$
\begin{align*}
{\left[p_{\alpha}, \sum_{k}(E)^{k} M_{k}\right]=} & \sum\left\{E^{k}\left[p_{\alpha}, M_{k}\right]-z k E^{k-1} p_{\alpha} M_{k}\right\} \\
& + \text { lower order terms in } E . \tag{6.1}
\end{align*}
$$

Equating powers of $E$, we have

$$
\begin{equation*}
\left[p_{\alpha}, M_{k}\right]=z(k+1) p_{\alpha} M_{k+1}+\cdots \tag{6.2}
\end{equation*}
$$

for each $k$ and each component of $p$, as the requirement that the expression be an invariant. If $z$ is zero, each $M_{k}$ must be an invariant; in addition, $E$ is an invariant.

Now we can always write $p$ in more than one form. Changing the form will not change its commutation relations with $M$, but will change the value of $z$. Therefore we conclude that the only way an expression containing an $E$ can be an invariant is if all the $M_{k}$ are invariants and $p$ is written with equal numbers of upper and lower indices ( $z$ is zero), and in this case, $E$ is an invariant. This is not always possible.

It is also important to note that the various forms of the generators are not equivalent under $U(n)$ even though they are equivalent under $S U(n)$. An invariant under $S U(n)$ may not be an invariant under $U(n)$, although it may become an invariant if the generators are written in different form.

We now describe all compact inhomogeneous unitary algebras. They will consist of a semisimple algebra which is a direct sum of the simple algebras (with indices suppressed) $E, F, \cdots$, and Abelian invariant parts transforming according to representations of the homogeneous parts. Since $E_{j}^{j}$ does not mix components but only multiplies them by a number, it is irrelevant here whether we consider $U(n)$ as simple or not.

The description of the homogeneous part is given by listing its simple components. We now turn to the description of the inhomogeneous part.

The entire inhomogeneous part will form a representation (in general, reducible) of $E$. Let us consider
one irreducible component which we label as $p_{i}, p_{i}$, etc., where each index represents some group of indices arranged in a Young pattern and

$$
\begin{equation*}
\left[E, p_{i}\right]=p_{j} . \tag{6.3}
\end{equation*}
$$

We now consider the action of $F$ on the $p$ 's:

$$
\begin{equation*}
\left[F, p_{i}\right] \equiv q_{i} \tag{6.4}
\end{equation*}
$$

and similarly for the other indices. Also

$$
\begin{equation*}
\left[E, q_{i}\right] \equiv r_{i}, \text { etc. } \tag{6.5}
\end{equation*}
$$

The indices on the $E$ and $F$ are suppressed and the letters represent any arbitrary generator in each simple part. Now the Jacobi identity gives

$$
\begin{equation*}
\left[[E, F], p_{i}\right]+\left[\left[F, p_{i}\right], E\right]+\left[\left[p_{i}, E\right], F\right]=0 \tag{6.6}
\end{equation*}
$$

Because $E$ and $F$ commute, we get $r_{i}=q_{j}$. Thus the representation $q$ is isomorphic to the representation $p$. We can therefore label it by $p_{m, n}$, where the first index gives the component and the second the representation. The first index is affected only by the $E$, and the second only by the $F$. Furthermore, for fixed $m$ the $p$ 's form a representation of $F$, by the definition of an inhomogeneous algebra, whose components are given by $n$. Without affecting the first index we can now symmetrize the indices represented by the $n$ and reduce the representation with respect to $F$.
This process can be continued for the other simple algebras and the final result can be described as follows. We have a set of $p$ 's each transforming as the product of terms, each of the terms being an irreducible representation under one simple algebra and a scalar under the others. The inhomogeneous part will be a direct sum of the members of the set, each term in the direct sum being irreducible under all the simple algebras and each irreducible representation of a given simple algebra appearing with any other arbitrary representations of all other simple algebras any number of times (including zero). The enumeration of the irreducible representations, and the description of how they are combined, defines the Abelian part.

A simple special case is that in which the $p$ 's can be divided into sets, each a representation of one simple algebra and a scalar under all the others. Here the inhomogeneous algebra is a direct sum of what might be called completely simple inhomogeneous algebras.
The indices on the $p$ 's are arranged in Young patterns, each corresponding to an irreducible representation of a single simple algebra. Symmetrization of indices corresponding to different simple algebras is not invariant; thus the Young pattern is a product of patterns.

A scalar formed by saturation has each set of
indices corresponding to a simple algebra separately saturated; scalars will not result from the saturation of indices appearing in two Young patterns which belong to different simple parts.

For the semisimple homogeneous case there are new ways to form scalars similar to the case of reducible $p$ 's. For one thing, a $p$ will, in general, transform according to a sum of irreducible representations of each simple part; the different irreducible representations are labeled by indices going with the other simple parts.

Another consideration is that a term, in general, consists of products of the $p$ 's with the generators from different simple parts. Each generator will affect the $p$ being commuted with that term. Thus a scalar which commutes with all the $p$ 's may not do so if the generators from all but one simple part are set equal to zero.

An example is the Poincaré algebra whose homogeneous part is the complex extension of a direct sum of two $A_{1}$ algebras and whose inhomogeneous part is the product of the fundamental representation of each of the two simple algebras. ${ }^{5}$ Letting the simple algebras be $A$ and $B$ and the inhomogeneous operators be $p_{i j}$, where $A$ acts on the first index and $B$ on the second, we get for the first invariant $p_{12} p_{21}-p_{11} p_{22}=$ $p^{2}$, the invariant distance. Notice the similarity between this invariant and the one discussed in the section on reducible $p$ 's. Under commutation with $A_{1}^{2}$, for example, it becomes $p_{12} p_{11}-p_{11} p_{12}=0$. If the second index had been suppressed, the invariant would be zero.

Of the sum of terms making up the second invariant, let us consider just the following:

$$
\begin{align*}
& B_{1}^{2} B_{2}^{1}\left(p_{12} p_{21}-p_{11} p_{22}\right)+B_{1}^{2}\left(-A_{2}^{1} p_{12} p_{12}\right. \\
&\left.+\left(A_{1}^{1}-A_{2}^{2}\right) p_{12} p_{22}-A_{1}^{2} p_{22} p_{22}\right) \tag{6.7}
\end{align*}
$$

Commuting this with $p_{11}$, we find that the contribution from the first term is needed to cancel the second term. The second term is a scalar under the $A$ algebra; but in order to make it an invariant, the term from the $B$ algebra is needed.

## APPENDIX

We wish here to derive the expression

$$
\begin{equation*}
\left[E_{i}^{j}, T_{\mathrm{Y}}\right]=-\sum_{k} T_{\mathrm{Y}_{i}} \delta_{\alpha_{k}}^{j} \tag{A1}
\end{equation*}
$$

and

$$
\begin{equation*}
\left[E_{i}^{j}, T^{\mathrm{Y}}\right]=\sum_{k} T^{\mathrm{V}_{j} \delta_{i}^{\beta_{k}}}, \tag{A2}
\end{equation*}
$$

[^31]where the ( Y 's) indicate some Young diagram describing the representation to which the tensor $T$ belongs. The indices in the pattern are $\beta_{j}$ and $\alpha_{j}$ on the top and bottom, respectively. On the right-hand side the sum is over all boxes in the pattern and $\alpha_{k}$ is replaced by $i$, as indicated by the $i$ subscript to the Y , [and similarly for $j$ and $\beta_{k}$ in Eq. (A2)]. The commutation relation for a mixed tensor is similar, and gives a sum over all boxes with the $i$ replacing all lower indices in turn, with a minus sign, and with the $j$ replacing all upper indices in turn.

To derive these relations we start with the commutation relation for the fundamental representation

$$
\begin{equation*}
\left[E_{i}^{j}, p_{k}\right]=-p_{i} \delta_{k}^{j} \tag{A3}
\end{equation*}
$$

and note that the commutation relation for its contragradient must be

$$
\begin{equation*}
\left[E_{i}^{j}, p^{k}\right]=p^{j} \delta_{i}^{k} \tag{A4}
\end{equation*}
$$

in order that the product $p_{m} p^{n}$ transform like the adjoint representation

$$
\begin{equation*}
\left[E_{i}^{j}, p_{m} p^{n}\right]=p_{m} p^{j} \delta_{i}^{n}-p_{i} p^{n} \delta_{m}^{j} \tag{A5}
\end{equation*}
$$

A product of tensors $\prod_{g} T_{g}$, which transforms according to any representation, possibly different for different values of the index, has the commutation relation

$$
\begin{equation*}
\left[E_{i}^{j}, \prod T_{g}\right]=\sum T_{1} T_{2} \cdots T_{m-1} C_{(i j) m}^{\beta} T_{\beta} T_{m+1} \cdots \tag{A6}
\end{equation*}
$$

where the $C$ is the relevant structure constant and the sum is over all subscripts. This can be proven by
noting that

$$
\begin{equation*}
\left[E_{i}^{j}, T_{1} T_{2}\right]=T_{1}\left[E_{i}^{j}, T_{2}\right]+\left[E_{i}^{j}, T_{1}\right] T_{2} \tag{A7}
\end{equation*}
$$

which can be shown by writing out the commutators. Now each $T$ can itself be a product of tensors, and so we get Eq. (A6) by induction.

In particular,

$$
\begin{equation*}
\left[E_{\alpha}^{\beta}, p_{1} p_{2} \cdots p_{k}\right]=p_{\alpha} p_{2} \cdots p_{k} \delta_{1}^{\beta}+p_{1} p_{\alpha} \cdots \delta_{2}^{\beta}+\cdots \tag{A8}
\end{equation*}
$$

The tensor $T_{i j k \cdots m}$ (no symmetrization of indices) transforms like $p_{i} p_{j} p_{k} \cdots p_{m}$, and similarly for upper and mixed indices. A tensor symmetrized according to some Young diagram is a sum, with proper signs, of unsymmetrized terms of the form $T_{i \cdots m}$. (Over-all multiplicative factors are irrelevant.) Each term of the sum transforms according to Eq. (A8).

The commutator of a symmetrized tensor equals a sum (with proper sign) of terms each with a different arrangement of indices, and each of these terms is itself a sum of terms similar to the right-hand side of Eq. (A8). Let us take the subset of this double sum which has the index $s$ on the delta symbol. This subset is a sum of terms with proper sign, with all arrangements of the indices, and with $\alpha$ replacing $s$. Thus it is a tensor symmetrized according to the Young pattern which described the tensor inside the commutator, and since we had a double sum, we now have a sum of terms of symmetrized tensors, each with different indices on the delta symbol. This is Eq. (A1) [or Eq. (A2)].

# Number of Polynomial Invariants of Adjoint and Fundamental Compact Inhomogeneous Unitary Algebras* 

Ronald Mirman<br>Physics Department, Long Island University, The Brooklyn Center<br>Zeckendorf Campus, Brooklyn, New York

(Received 9 February 1967)
The number of invariants for two types of inhomogeneous Lie algebras is computed.

A formula for the number of independent polynomial invariants for any Lie algebra has been given by Beltrametti and Blasi, ${ }^{1}$ and by Pauri and Prosperi. ${ }^{2}$ Here we wish to use the formula to find the number of such invariants for two compact inhomogeneous algebras; those Lie algebras which are a direct sum of a compact Lie algebra of type $A$ (whose generators are denoted by $E$ ), plus an Abelian algebra transforming according to a representation of the simple part (whose generators are denoted by $p$ )here specifically the adjoint and fundamental representations.

The formula gives the number of invariants as the number of parameters of the algebra minus the rank of a matrix formed from the structure constants and the generators. It is the evaluation of this rank which we consider here. The number of parameters is obvious.

It might be mentioned that we do not believe that the proof of the formula is complete. The difficulty is that in the proof a correspondence is used between the invariants and the solutions of certain partial differential equations. However, the solutions of the equations can conceivably involve negative powers of the variables. But the concept of negative power of a generator is undefined, and an invariant containing such a negative power is meaningless. So the number of invariants may be less than that given by the formula which we shall take to be a formula for the maximum number of invariants, a concept which is still of great use. ${ }^{3}$

For the fundamental inhomogeneous algebra the number of the parameters is $(l+1)^{2}-1+l+1$.

The number of parameters is also the order of the matrix, and it is always odd. Now the matrix is antisymmetric, if the same order of rows and columns is chosen, because the structure constants are antisymmetric. An antisymmetric determinant of odd order always vanishes. Hence the rank must be at least one less than the order. We show that it is exactly one less than the order.

To do this, we set all the parameters except a few

[^32]equal to zero and compute the value of the determinant containing the remaining parameters. This will be equal to some of the terms in the expansion of the determinant of the complete matrix, with the other terms in that expansion all containing parameters that were set equal to zero, none of which appear in the terms we shall write down. Hence, if our result is nonzero, there will be no terms in the expansion of the determinant which will cancel the terms given below and so the determinant will not be zero.

The only parameters that we will not set equal to zero are those corresponding to the generators of the Abelian part, and of the Cartan subalgebra of the simple part.
In writing the matrix we first write on the extreme left the generator appearing first in the commutator, and on the top line the generator appearing second in the commutator. The matrix element in the row whose most extreme term (which is of course not an element of the matrix) is $E_{a}$, and the column whose highest term is $E_{b}$, has the value of the commutator of $E_{a}$ and $E_{b}$. The matrix (see top of next page) is then ( $n=l+1$ ).

We now strike out the column headed by $p_{1}$ and the row whose left-most member is $p_{1}$, and wish to show that the remaining matrix has a nonzero determinant.
The only nonzero elements in the subdeterminant formed by the $E$ 's and $H$ 's are the $H$ 's, one nonzero linear combination in each row and column of that submatrix at the intersection of the row $E_{j}^{i}$ and column $E_{i}^{j}$.
To evaluate the determinant, we expand by minors starting with the first row, which contains one element $-p_{2}$. Striking out this row and column we go on to the second row, which now contains one element $-2 p_{3}$. We continue this way for the first $l$ rows, and we find that each in turn contains exactly one element. We next evaluate the minor of the last term $-p_{n}$ which is the determinant of the submatrix to the left of the column headed by $p_{1}$, and below the row whose left-most element is $H_{l}$. This we evaluate by columns, starting with the first which contains one element $p_{2}$. We continue as above giving, up to a numerical factor, a product of the $p$ 's times the determinant of the matrix formed by the columns

|  | $H_{1}$ | $H_{2} \cdots H_{l}$ | $E_{2}^{1}$ | $E_{3}^{1} \cdots E_{n}^{1}$ |  |  | ${ }_{-1} p_{1}$ | $p_{2}$ | $p_{3}$ | $p_{4} \cdots p_{n}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $H_{\text {T }}$ | 0 | $0 \cdots 0$ | 0 | $\cdots$ - |  | 0 | $p_{1}$ | $-p_{2}$ | 0 | $0 \cdots 0$ |
| $\mathrm{H}_{2}$ | 0 | $0 \cdots 0$ |  |  |  | 0 | $p_{1}$ | $p_{2}$ | $-2 p_{3}$ | $0 \cdots 0$ |
| $\cdot$ | . |  |  |  |  |  |  |  |  |  |
| $\cdot$ | . |  |  |  |  |  |  |  |  |  |
| $H_{l}$ | 0 | $\cdots 0$ |  |  |  | 0 | $p_{1}$ |  |  | $-n p_{n}$ |
| $E_{2}^{1}$ | 0 | ... |  | $H_{1}$ | . $\cdot$ | 0 | $p_{2}$ | 0 | $\ldots$ | 0 |
| $E_{3}^{1}$ | 0 | $\cdots$ |  |  |  |  | $p_{3}$ | 0 | $\cdots$ |  |
| $\cdot$ |  |  |  |  |  |  |  |  |  |  |
| $E_{n-1}^{n}$ |  | 0 | $\cdots$ |  |  |  | 0 | 0 | $\ldots$ | $p_{n-1}$ |
| $p_{1}$ | $-p_{1}$ | $-p_{1}$ |  | . |  |  | 0 | 0 |  | 0 |
| $p_{2}$ | $p_{2}$ | $-p_{2}$ |  | $\ldots$ |  |  |  |  |  |  |
| - | . |  |  |  |  |  |  |  |  |  |
| . | . |  |  |  |  |  |  |  |  |  |
| $p_{n}$ | 0 | $\ldots$ | $n p_{n} 0$ |  | $\cdots$ |  |  |  |  | 0 |

and rows which are headed by an $E$. But this contains one, and only one, nonzero element in each row and column and so is nonzero. Therefore the entire determinant is nonzero.

The number of parameters is equal to the order of the matrix, the rank is one less than the order, so the number of independent invariants is one.

In order to compute the number of invariants for the adjoint inhomogeneous algebra, we need the number of invariants for the homogeneous part $A_{i}$. Because of our previous comment that the number of invariants predicted may be greater than the actual number of invariants, we must show that for the homogeneous part, the number predicted equals the correct number $l$. This is to say we must show that the rank of the matrix is not less than $n^{2}-1-l$, since if it were, more than $l$ would be predicted. Now the matrix is the above one, ignoring the columns and rows headed by $p$ 's. If we strike out the columns and rows headed by $H$ 's, we are left with a matrix that we have just shown is nonzero. But the rank of the matrix is just $n^{2}-1-l$, as required.

Turning now to the adjoint inhomogeneous algebra we can use the known results for the simple part to evaluate the matrix. The number of parameters for $A$ is $(l+1)^{2}-1$, and for the inhomogeneous algebra it is twice this or $2(l+1)^{2}-2$.

The matrix whose rank we want is of the form

$$
\left(\begin{array}{cc}
b & a \\
0 & -b
\end{array}\right)
$$

where the $b$ submatrices are formed from the structure constants going with the commutator of the $E$ 's and
$p$ 's. The $a$ submatrix is formed from the structure constants of the $E$ 's with themselves and the zero results because the $p$ 's commute, so all the structure constants are zero. Note the $a$ and $b$ submatrices are identical, except for the different letters used for the generators.

Let us first replace the $-b$ submatrix by an arbitrary matrix $c$. Now we have just shown that the rank of the $\left((l+1)^{2}-1\right)$ square submatrix $a$ is $(l+1)^{2}-1-l$. Hence $l$ columns are linearly dependent on the other columns. This must therefore be true for the $b$ matrix, since it is identical to the $a$ matrix, and for the whole matrix since the $b$ matrix has zero under it. This means that without changing the rank we can replace $l$ columns, by zeros. Also, since the row rank and the column rank are the same, $l$ rows must be linearly dependent on the other rows, and these must be in the top half of the matrix since the submatrix $c$ is arbitrary. Hence $l$ of the top rows can be replaced by zeros.

We can now replace $c$ by $-b$ and repeat the above argument, interchanging the words, rows and columns. This means that we will have replaced $2 l$ rows, and $2 l$ columns by zeros.

Suppose now that we could find another relation between the columns. This relationship could not be among the columns of the left-half of the matrix because we know that there are no further relations among the rows of the $b$ matrix. Nor, can it be between the entire set of rows, for this would mean that there was another relation among the columns of $b$ besides those already used. This would also be true if we could find a relation among the columns on the right side of the matrix. But we know that there are
only $l$ relation among the columns. Hence the matrix we have finally achieved has a nonzero determinant. So the rank is $2(l+1)^{2}-2-2 l$ and since the number of parameters is $2(l+1)^{2}-2$, the number of invariants of the adjoint inhomogeneous algebra is $2 l$.

The algebra of the group $U(n)$ is worth some special consideration because there are different notations
for the $p$ 's, which are equivalent for $S U(n)$ but not for $U(n)$, and it turns out that the number of invariants differs depending on the form.

Let us consider the fundamental algebra. There is now one more operator than for the inhomogeneous $S U(n)$, and the order of the matrix is therefore even. The matrix is, using the same notation as before,


To evaluate the determinant we expand by rows. The first row has one element $p_{1}$, the second one element $E_{1}^{1}-E_{2}^{2}$, etc., for each of the first $n$ rows. We now expand by columns in the same way, as the first $n$ columns each have one element. After the first $n$ columns we return to the rows, the second $n-1$ of which now have one and only one element each, as their second element was in the first $n$ columns, which have been stricken out. Continuing in this way we see that we can always find one row or column with one and only one element, which is nonzero. Therefore the determinant is nonzero.
So the order of the determinant, which equals the number of parameters, equals the rank. There are no invariants.
Taking $S U(3)$ as an example, there are two ways of writing the $p^{\prime}$ s-i.e., $p_{i}$ and $p^{\frac{j}{k}}$. (The indices are
arranged in Young patterns, so the upper two indices are antisymmetric.) Suppose that we were to write the invariant of $S U(3)$ with a mixture of these two forms, such that the number of upper and lower indices are equal. Going to $U(3)$ we add one operator $E_{i}^{i}$ (sum), which when commuted with an expression gives the difference in the number of upper and lower indices, here zero. Therefore the invariant under $\operatorname{SU}(3)$ remains an invariant under $U(3)$. This does not contradict the previous results because in order to apply the formula we have to treat $p_{i}$ and $p^{\frac{j}{k}}$ as being different since they are not equivalent under $U(3)$. The matrix whose rank we have to compute is not the one above, but a $15 \times 15$ matrix.
We shall not do this here because for $\operatorname{SU}(n)$ the different forms of $p$ are equivalent and we have already found the result for that algebra.

# Unitary Representations of the Homogeneous Lorentz Group in an $O(2,1)$ Basis* 
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(Received 27 April 1967)


#### Abstract

Unitary irreducible representations of the homogeneous Lorentz group, $\operatorname{SO}(3,1)$, belonging to the principal series and containing integral angular momenta, are reduced with respect to the subgroup $S O(2,1)$. It is found that the representation $\left\{j_{0}, \rho\right\}$ of $S O(3,1)$, where $j_{0}$ is a nonnegative integer and $\rho$ a real number, contains each representation of $S O(2,1)$ of the continuous class (nonexceptional and integral) twice, and each of the discrete representations $D_{k}^{( \pm)}$of $S O(2,1)$ once, for $k=1,2, \cdots, j_{0}$. The latter representations are absent for $j_{0}=0$. It is shown that the basis states of the representation $D_{k}^{( \pm)}$(for $k \geq 2$ ) lie in the domain of those generators of $S O(3,1)$ that are outside the $S O(2,1)$ subalgebra, while the states of the representations $D_{1}^{( \pm)}$do not lie in this domain. It is further shown that from the point of view of the nature of this domain, the representations $D_{1}^{( \pm)}$of $S O(2,1)$ are very intimately connected to the continuous class representations of $\operatorname{SO}(2,1)$, and that these two discrete representations act as a bridge between the remaining discrete representations on the one hand, and the continuous class representations on the other.


## INTRODUCTION

Several recent developments in elementary particle physics indicate the growing usefulness of noncompact groups in understanding the properties of particle multiplets. ${ }^{1}$ From the practical viewpoint, the treatment of the unitary irreducible representations (UIR's) of noncompact semisimple Lie groups is of varying complexity, the degree depending on the group involved; in a sense, the complexity increases with the "amount of noncompactness" of the group. For example, UIR's of the real pseudo-orthogonal groups of the type $S O(n, 1)$ are reasonably manageable, when expressed in a basis made up of finite dimensional UIR's of the maximal compact subgroup $S O(n) .{ }^{2}$ The same is true for the UIR's of the pseudo unitary groups of the type $S U(n, 1)$ when reduced with respect to the compact subgroup $S U(n) \otimes U(1) .{ }^{3}$ However, the analysis is much harder for the case of groups like $S O(p, q)$ or $S U(p, q)$ when

[^33]both $p$ and $q$ are larger than unity. ${ }^{4}$ In a previous paper ${ }^{5}$ hereafter referred to as (I), we have considered an example of the reduction of UIR's of a noncompact group with respect to a noncompact subgroup, and have examined some of the new features which are involved in this process. The case considered was the group $S O(2,1)$; UIR's of this group were expressed in a "basis" made up of irreducible unitary representations of the noncompact (Abelian) subgroup $O(1,1)$.

In the present paper, we consider the reduction of UIR's of the homogeneous Lorentz group $S O(3,1)$ with respect to its noncompact subgroup $S O(2,1)$. [The Lie algebra is the same for the two groups $O(3,1)$ and $S L(2, C)$; similarly $S O(2,1), S U(1,1)$, and $S L(2, R)$ have the same Lie algebra.] The methods used are similar to those in (I), and an interesting point to understand is the way the generators of $S O(3,1)$ act in the basis suited to reduction of the UIR's under $S O(2,1)$. In the case treated in (I), we were interested in diagonalizing a generator of $S O(2,1)$ corresponding to the subgroup $O(1,1)$; this generator has a real continuous spectrum covering the real line either twice or once, depending on whether the UIR of $S O(2,1)$ belongs to the continuous or the discrete class. In the present case, we wish to diagonalize both the quadratic Casimir operator $Q$ of $S O(2,1)$, and the compact generator $J_{3}$ of $S O(2,1)$; and the situation turns out to be somewhat more complicated than before because the first of these

[^34]operators has both a continuous and a discrete spectrum.
The material in this paper is arranged as follows: Section 1 contains a collection of the pertinent facts concerning the group $S L(2, C)$, its Lie algebra, and its UIR's. In Sec. 2, we carry out the diagonalization of the operators $Q$ and $J_{3}$; this leads to the reduction of the UIR's of $S L(2, C)$ with respect to $S U(1,1)$. Attention will be restricted to the Principal Series of UIR's of $S L(2, C)$ and, among these, for the sake of simplicity, to single valued UIR's of $\operatorname{SO}(3,1)$. These UIR's contain only integral angular momenta. In Sec. 3 we examine the manner in which the generators of $S L(2, C)$ [outside of the subalgebra generating $S U(1,1)]$ act in the basis wherein $Q$ and $J_{3}$ are diagonal, and how they perform the function of connecting different UIR's of $S U(1,1)$ to one another. A similar treatment of the supplementary series of UIR's of $S L(2, C)$ will be presented elsewhere.

Note added in proof: [After this paper was written, the following two papers on the problem of reducing the principal series of UIR's of $S L(2, C)$ with respect to $S U(1,1)$ have come to the author's attention: A. Sciarrino and M. Toller, J. Math. Phys. 8, 1252 (1967); S. Ström, Arkiv Fysik 34, 215 (1967).]

## 1. RESUMÉ OF $S L(2, C)$ AND ITS UNITARY REPRESENTATIONS

The group $S L(2, C)^{6}$ is the universal covering group of the homogeneous Lorentz group $\operatorname{SO}(3,1)$, the correspondence of elements from the former to the latter being two to one. Elements $g$ of $S L(2, C)$ are in one-to-one correspondence with unimodular complex matrices in two dimensions:

$$
g \rightarrow\left(\begin{array}{ll}
\alpha & \beta  \tag{1.1}\\
\gamma & \delta
\end{array}\right), \quad \alpha . \delta-\beta \gamma=1
$$

Here $\alpha \beta \gamma \delta$ are complex numbers restricted only by the unimodularity condition. Elements of $S L(2, C)$ may then be parametrized by six real variables. The maximal compact subgroup $S U(2)$ of $S L(2, C)$ is made up of all elements corresponding to unimodular unitary matrices of the form

$$
\left(\begin{array}{cc}
\alpha & \beta  \tag{1.2}\\
-\bar{\beta} & \bar{\alpha}
\end{array}\right), \quad|\alpha|^{2}+|\beta|^{2}=1 .
$$

[The bar denotes complex conjugation.] $S U(2)$ is, of course, the universal covering group of $S O(3)$, the real orthogonal group in three dimensions. The

[^35]noncompact $S U(1,1)$ subgroup of $S L(2, C)$ consists of elements corresponding to matrices of the form
\[

\left($$
\begin{array}{cc}
\alpha & \beta  \tag{1.3}\\
\bar{\beta} & \bar{\alpha}
\end{array}
$$\right), \quad|\alpha|^{2}-|\beta|^{2}=1 .
\]

There is a two-to-one homomorphism from $S U(1,1)$ onto the real pseudo-orthogonal group in three dimensions, $S O(2,1)$. [This is the homogeneous Lorentz group in two space and one time dimensions.] However, $S U(1,1)$ is not the universal covering group of $S O(2,1)$.

The Lie algebra of $S L(2, C)$ is six-dimensional, and is spanned by the elements $J_{j}, K_{j}(j=1,2,3)$. The commutation relations are

$$
\begin{align*}
{\left[J_{j}, J_{k}\right] } & =i \epsilon_{j k l} J_{l},  \tag{1.4a}\\
{\left[J_{j}, K_{k}\right] } & =i \epsilon_{j k l} K_{l},  \tag{1.4b}\\
{\left[K_{j}, K_{k}\right] } & =-i \epsilon_{j k l} J_{l} . \tag{1.4c}
\end{align*}
$$

In a UIR of $\operatorname{SL}(2, C)$, these six generators would be represented by self-adjoint operators. In the nonunitary representation of $S L(2, C)$ by two-dimensional matrices as in (1.1), the generator matrices may be taken to be

$$
\begin{equation*}
J_{j}=\frac{1}{2} \sigma_{j}, \quad K_{j}=(i / 2) \sigma_{j}, \tag{1.5}
\end{equation*}
$$

where the $\sigma_{j}$ are the Pauli matrices. The Lie algebra of $S L(2, C)$ possesses two independent Casmimir invariants, both of the second degree in the generators. They are

$$
\begin{equation*}
C_{1}=K_{j} K_{j}-J_{j} J_{j}, \quad C_{2}=K_{j} J_{j} ; \tag{1.6}
\end{equation*}
$$

$C_{1}$ and $C_{2}$ commute with all the generators, and in a UIR of $S L(2, C)$ they are represented by real numbers.

The $S U(2)$ subgroup of $S L(2, C)$ is generated by the three elements $J_{j}$ obeying (1.4a). The Casimir invariant of $S U(2)$ is

$$
\begin{equation*}
J^{2}=J_{j} J_{j} . \tag{1.7}
\end{equation*}
$$

As is well known from elementary quantum mechanics, the eigenvalues of $J^{2}$ are of the form

$$
\begin{equation*}
J^{2}=j(j+1), \quad j=0, \frac{1}{2}, 1, \frac{3}{2}, \cdots, \tag{1.8}
\end{equation*}
$$

and the inequivalent UIR's of $S U(2)$ can be labeled by $j$. The UIR corresponding to a given $j$ is $(2 j+1)$ dimensional, and in it the spectrum of $J_{3}$ is

$$
\begin{equation*}
J_{3}=-j,-j+1, \cdots, j-1, j . \tag{1.9}
\end{equation*}
$$

With respect to the $S U(2)$ subgroup generated by $J_{i}$, the remaining generators $K_{j}$ behave as a vector operator. That is, under the finite transformations generated by the $J_{j}$, the $K_{j}$ transform linearly among themselves according to the UIR of $S U(2)$ corresponding to $j=1$.

The $S U(1,1)$ subgroup of $S L(2, C)$ may be taken to be generated by the elements $J_{3}, K_{1}$, and $K_{2}$. They obey the commutation rules:

$$
\begin{equation*}
\left[J_{3}, K_{1}\right]=i K_{2} ; \quad\left[J_{3}, K_{2}\right]=-i K_{1} ; \quad\left[K_{1}, K_{2}\right]=-i J_{3} . \tag{1.10}
\end{equation*}
$$

The quadratic Casimir operator of $S U(1,1)$ is the operator $Q$ given by

$$
\begin{equation*}
Q=K_{1}^{2}+K_{2}^{2}-J_{3}^{2} . \tag{1.11}
\end{equation*}
$$

The different types of single-valued UIR's of $S U(1,1)$ have been listed in (I), and may be briefly described as follows: ${ }^{7}$ They fall into three distinct classes, the continuous nonexceptional class, the continuous exceptional class, and the discrete class. In the first class, either $亠 \leq Q<\infty$ and the spectrum of $J_{3}$ is $0, \pm 1, \pm 2, \pm 3, \cdots, \pm \infty$, or $\frac{1}{4}<Q<\infty$ and the spectrum of $J_{3}$ is $\pm \frac{1}{2}, \pm \frac{3}{2}, \cdots, \pm \infty$. In the second class, the spectrum of $J_{3}$ consists of $0, \pm 1, \pm 2, \cdots$, $\pm \infty$, while $Q$ lies in the interval $0<Q<\frac{1}{4}$. In the third class, the possible values of $Q$ are of the form

$$
\begin{aligned}
Q & =k(1-k), \\
k & =\frac{1}{2}, 1, \frac{3}{2}, 2, \cdots,
\end{aligned}
$$

while $J_{3}$ increases from $k$ to $+\infty$ in integer steps, or decreases from $-k$ to $-\infty$ in integer steps. In the present paper, we will have to deal only with the first and third classes of UIR's of $\operatorname{SU}(1,1)$.

With respect to the $S U(1,1)$ subgroup generated by $J_{3}, K_{1}, K_{2}$, the remaining generators $J_{1}, J_{2}$, and $K_{3}$ behave as a three-dimensional "vector." That is, under finite $S U(1,1)$ transformations, they go over into real linear combinations of themselves according to the non-unitary three-dimensional irreducible representation of $S U(1,1)$. [This is the defining representation of the group $S O(2,1)$.] This transformation property under $S U(1,1)$ is shared by the generators of $S U(1,1)$.

We conclude this section by listing the different kinds of UIR's of the group $S L(2, C) .{ }^{8}$ These may be specified by the values of the Casimir invariants $C_{1}$ and $C_{2}$, and the spectrum of UIR's of the compact subgroup $S U(2)$ (spectrum of $j$-values) that appear in the particular UIR of $S L(2, C)$. [Each UIR of $S U(2)$ appears no more than once in a given UIR of $S L(2, C)$.] There are two classes or series of UIR's of $S L(2, C)$ :
(A) Principal series, $\left\{j_{0}, \rho\right\}$ : Here the possible values of $j$ are

$$
j=j_{0}, j_{0}+1, j_{0}+2, \cdots, \text { ad inf. }
$$

where $j_{0}$ is a fixed positive integer, half odd integer, or zero:

$$
j_{0}=0, \frac{1}{2}, 1, \frac{3}{2} \cdots
$$

[^36]The values of $C_{1}$ and $C_{2}$ are

$$
C_{1}=1+\rho^{2}-j_{0}^{2}, \quad C_{2}=-\rho j_{0} ;
$$

$\rho$ is a real parameter in the range $-\infty<$ $\rho<\infty$. Therefore, UIR's of the principal series are characterized by $j_{0}$, the lowest UIR of $S U(2)$ present, and the real number $\rho$.
Supplementary series, $\{0, i \rho\}$ : Here the spectrum of $j$ values is

$$
j=0,1,2, \cdots, \text { ad inf. }
$$

and the Casimir operators have the values

$$
C_{1}=1-\rho^{2}, \quad C_{2}=0, \quad 0<\rho<1
$$

Thus, these UIR's are labeled by the single real number $\rho$.
For both series of UIR's the generators of $S L(2, C)$ may be specified by their matrix elements in a basis made up of orthonormal eigenvectors of $J^{2}$ and $J_{3}$. These vectors are denoted in the usual fashion by the kets $|j, m\rangle$ :

$$
\begin{gather*}
\left\langle j^{\prime}, m^{\prime} \mid j, m\right\rangle=\delta_{j^{\prime} j} \delta_{m^{\prime} m} ; \\
J^{2}|j, m\rangle=j(j+1)|j, m\rangle ; \quad J_{3}|j, m\rangle=m|j, m\rangle ; \\
-j \leq m \leq j ; \quad j=j_{0}, j_{0}+1 \cdots \tag{1.12}
\end{gather*}
$$

In place of the Cartesian components $J_{j}, K_{j}$, it is convenient to use the spherical components $J_{M}$, $K_{M}, M=0, \pm 1$, defined by

$$
\begin{align*}
& J_{ \pm 1}=\mp \frac{J_{1} \pm i J_{2}}{\sqrt{2}}, \quad J_{0}=J_{3}  \tag{1.13}\\
& K_{ \pm 1}=\mp \frac{K_{1} \pm i K_{2}}{\sqrt{2}}, \quad K_{0}=K_{3} .
\end{align*}
$$

Then the matrix elements of $J_{M}$ and $K_{M}$ are given in terms of the $\operatorname{SU}(2)$ Clebsch-Gordan coefficients and reduced matrix elements by

$$
\begin{align*}
&\left\langle j^{\prime}, m^{\prime}\right| J_{M}|j, m\rangle=[j(j+1))^{\frac{1}{2}} \delta_{j^{\prime}} C_{m M m^{\prime}}^{j 1 j} \\
&\left\langle j+1, m^{\prime}\right| K_{M}|j, m\rangle=-[(j+1)(2 j+1)]^{\frac{1}{2}} \\
& C_{m M m^{\prime}}^{j 11+1} C_{j+1} \\
&\left\langle j, m^{\prime}\right| K_{M}|j, m\rangle=-[j(j+1)]^{\frac{1}{2}} C_{m M m^{\prime}}^{j 11} \cdot A_{j} \\
&\left\langle j-1, m^{\prime}\right| K_{M}|j, m\rangle=-[j(2 j+1)]^{\frac{1}{2}} C_{m M m}^{1 j j^{\prime}} C_{j} \\
& A_{j}=\frac{i j_{0} C}{j(j+1)}, \quad C_{j}=\frac{i}{j}\left[\frac{\left(j^{2}-j_{j}^{2}\right)\left(j^{2}-C^{2}\right)}{4 j^{2}-1}\right]^{\frac{1}{2}} \cdot(1.14 \tag{1.14}
\end{align*}
$$

For UIR's of the Principal series, $C=-i \rho$, while for UIR's of the Supplementary series $C=\rho$. The selection rule, $\Delta j=0, \pm 1$ for the non-zero matrix elements of $K_{M}$, is a consequence of the vector property of $K_{M}$.
We shall be concerned with the UIR's of the Principal series alone, for arbitrary $\rho$ and integral $j_{0}$. These are single-valued UIR's of the homogeneous Lorentz group $S O(3,1)$.

## 2. REDUCTION OF UIR'S OF $S O(3,1)$ UNDER

 $S O(2,1)$It is possible to construct the UIR's of the principal series of $S L(2, C)$ via unitary transformations in a Hilbert space $H$ of square integrable functions over a certain domain. ${ }^{9}$ One considers elements of $H$ to correspond to functions of a complex variable $\xi$, with $\xi$ varying over the entire complex plane. [The specification of a vector $f$ in $H$ by means of a function $f(\xi)$ is only possible up to sets of measure zero.] These are not analytic functions, but complex valued functions of the real and imaginary parts of $\xi$. The scalar product and norm in $H$ are defined by

$$
\begin{gather*}
(f, h)=\int_{-\infty}^{\infty} d x \int_{-\infty}^{\infty} d y \overline{f(\xi)} h(\xi), \quad \xi=x+i y  \tag{2.1}\\
\|f\|=(f, f)^{\frac{1}{2}}<\infty
\end{gather*}
$$

Let $g$ be an element of $S L(2, C)$ corresponding to the matrix on the right-hand side of (1.1). In the UIR $\left\{j_{0}, \rho\right\}$ of the principal series, the element $g$ is represented by the unitary operator $U(g)$ which acts on functions $f(\xi)$ in the following way
$[U(g) f](\xi)=(\delta+\beta \xi)^{j_{0}-1+i \rho}(\bar{\delta}+\bar{\beta} \bar{\xi})^{-j_{0}-1+i \rho}$

$$
\begin{equation*}
\times f\left(\frac{\alpha \xi+\gamma}{\beta \xi+\delta}\right) \tag{2.2}
\end{equation*}
$$

By using the matrices for the generators as given in (1.5), and taking $g$ to be an element of each of the one-parameter subgroups $\exp \left(i \tau J_{1}\right), \cdots, \exp \left(i \tau K_{3}\right)$ in turn, one can express the generators as differential operators in $x$ and $y$.
One has

$$
\begin{aligned}
{\left[J_{1} f\right](\xi)=} & j_{0} x f(\xi)-(\rho+i) y f(\xi) \\
& -\frac{i}{2}\left(y^{2}-x^{2}+1\right) \frac{\partial f}{\partial y}-i x y \frac{\partial f}{\partial x}, \\
{\left[J_{2} f\right](\xi)=} & j_{0} y f(\xi)+(\rho+i) x f(\xi) \\
& +\frac{i}{2}\left(x^{2}-y^{2}+1\right) \frac{\partial f}{\partial x}+i x y \frac{\partial f}{\partial y}, \\
{\left[J_{3} f\right](\xi)=} & -j_{0} f(\xi)+i y \frac{\partial f}{\partial x}-i x \frac{\partial f}{\partial y}, \\
{\left[K_{1} f\right](\xi)=} & -j_{0} y f(\xi)-(\rho+i) x f(\xi) \\
& -\frac{i}{2}\left(x^{2}-y^{2}-1\right) \frac{\partial f}{\partial x}-i x y \frac{\partial f}{\partial y}, \\
{\left[K_{2} f\right](\xi)=} & j_{0} x f(\xi)-(\rho+i) y f(\xi) \\
& +\frac{i}{2}\left(x^{2}-y^{2}+1\right) \frac{\partial f}{\partial y}-i x y \frac{\partial f}{\partial x}, \\
{\left[K_{3} f\right](\xi)=} & (\rho+i) f(\xi)+i x \frac{\partial f}{\partial x}+i y \frac{\partial f}{\partial y}
\end{aligned}
$$

[^37]Actually, for our purpose, this form for the UIR's is not the most convenient one. It would be better to have the representations in a Hilbert space of functions defined on the unit sphere; in that case, the effect of a transformation $U(g)$, where $g \in S U(2)$, is much easier to visualize, and the functions corresponding to the basis states $|j, m\rangle$ of (1.12), can be easily identified.

With this in mind, we define a mapping from the $\xi$ plane $(\xi=x+i y)$, to the points on the unit sphere, with polar angles $\theta$ and $\varphi$, as follows:

$$
\begin{gather*}
\tan \frac{\theta}{2}=\frac{1}{|\xi|}=\left[x^{2}+y^{2}\right]^{-\frac{1}{2}}  \tag{2.4}\\
\tan \varphi=y / x ; \quad 0 \leq \theta \leq \pi, \quad 0 \leq \varphi \leq 2 \pi
\end{gather*}
$$

The region within the unit circle in the $\xi$-plane, $|\xi| \leq 1$, gets mapped onto the lower hemisphere $\frac{1}{2} \pi \leq \theta \leq \pi$; and the exterior of the unit circle $|\xi| \geq 1$ is mapped onto the upper hemisphere $0 \leq$ $\theta \leq \frac{1}{2} \pi$. Simultaneously, we must define the mapping from functions of $\xi$ to functions of $\theta$ and $\varphi$. If an element $f$ in $H$ is specified by the function $f(\xi)$, then the same element $f$ is also specified by a function $\tilde{f}(\theta, \varphi)$ given by

$$
\begin{gather*}
f \rightarrow \tilde{f}(\theta, \varphi)=\frac{1}{2} e^{-i j_{0} \varphi}\left[\sin ^{2} \theta / 2\right]^{-1+i \rho} f(\xi) \\
\xi=\cot \theta / 2 \cdot e^{i \varphi} \tag{2.5}
\end{gather*}
$$

Using this definition of $\tilde{f}(\theta, \varphi)$, we can rewrite the expression for the scalar product

$$
\begin{equation*}
(f, h)=\int_{0}^{\pi} \sin \theta d \theta \int_{0}^{2 \pi} d \varphi \overline{\tilde{f}(\theta, \varphi)} \tilde{h}(\theta, \varphi) . \tag{2.6}
\end{equation*}
$$

This is the usual rotation-invariant integration over the unit sphere.

The generators $J_{j}, K_{j}$ can now be expressed as differential operators in $\theta$ and $\varphi$ acting on the functions $\tilde{f}(\theta, \varphi)$ :

$$
\begin{align*}
J_{1}= & j_{0} \frac{\cos \varphi}{\sin \theta}+i \sin \varphi \frac{\partial}{\partial \theta}+i \cos \varphi \cot \theta \frac{\partial}{\partial \varphi} \\
J_{2}= & j_{0} \frac{\sin \varphi}{\sin \theta}-i \cos \varphi \frac{\partial}{\partial \theta}+i \sin \varphi \cot \theta \frac{\partial}{\partial \varphi} \\
J_{3}= & -i \frac{\partial}{\partial \varphi} \\
K_{1}= & -(\rho+i) \sin \theta \cos \varphi-j_{0} \cot \theta \sin \varphi  \tag{2.7}\\
& +i \cos \theta \cos \varphi \frac{\partial}{\partial \theta}-i \frac{\sin \varphi}{\sin \theta} \frac{\partial}{\partial \varphi} \\
K_{2}= & -(\rho+i) \sin \theta \sin \varphi+j_{0} \cot \theta \cos \varphi \\
& +i \cos \theta \sin \varphi \frac{\partial}{\partial \theta}+i \frac{\cos \varphi}{\sin \theta} \frac{\partial}{\partial \varphi} \\
K_{3}= & -(\rho+i) \cos \theta-i \sin \theta \frac{\partial}{\partial \theta}
\end{align*}
$$

The Casimir invariant of $S U(2)$ is the operator

$$
\begin{align*}
J^{2}=-\frac{\partial^{2}}{\partial \theta^{2}} & -\cot \theta \frac{\partial}{\partial \theta} \\
& -\frac{1}{\sin ^{2} \theta}\left\{\frac{\partial^{2}}{\partial \varphi^{2}}-2 i j_{0} \cos \theta \frac{\partial}{\partial \varphi}-j_{0}^{2}\right\} . \tag{2.8}
\end{align*}
$$

The simultaneous eigenfunctions of $J^{2}$ and $J_{3}$ are well-known from elementary quantum mechanics, and are the $D_{j}$ functions of angular momentum theory. ${ }^{10} \mathrm{We}$ have

$$
\begin{align*}
& J^{2} D_{j}^{m, j_{0}}(\varphi, \theta, 0)=j(j+1) D_{j}^{m, j_{0}}(\varphi, \theta, 0) \\
& J_{3} D_{j}^{m, j_{0}}(\varphi, \theta, 0)=m D_{j}^{m, j_{0}}(\varphi, \theta, 0) ; \quad j \geq j_{0}, \quad|m| \leq j . \tag{2.9}
\end{align*}
$$

[Recall that the $D_{j}$ functions are functions of three Euler angles; here we have set the third Euler angle equal to zero. We need these functions only for integral values of $j$.] Standard properties of these functions assure us of their orthogonality and completeness relations. In terms of three Euler angles, we have

$$
\begin{align*}
\frac{1}{8 \pi^{2}} \int_{0}^{2 \pi} d \varphi \int_{0}^{\pi} & \sin \theta d \theta \\
& \times \int_{0}^{2 \pi} d \psi \overline{D_{j^{\prime}}^{m_{1}^{\prime} m_{2}^{\prime}}(\varphi, \theta, \psi)} D_{j}^{m_{1} m_{2}}(\varphi, \theta, \psi) \\
= & (2 j+1)^{-1} \delta_{j^{\prime} j} \delta_{m_{1}{ }^{\prime} m_{1}} \delta_{m_{2}^{\prime} m_{2}} ; \\
\sum_{j=0}^{\infty} \sum_{m_{1} m_{2}} \frac{2 j+1}{8 \pi^{2}} & D_{j}^{m_{1} m_{2}}(\varphi, \theta, \psi) D_{j}^{m_{1} m_{2}}\left(\varphi^{\prime}, \theta^{\prime}, \psi^{\prime}\right) \\
= & \delta\left(\varphi^{\prime}-\varphi\right) \delta\left(\cos \theta^{\prime}-\cos \theta\right) \delta\left(\psi^{\prime}-\psi\right) . \tag{2.10}
\end{align*}
$$

Factoring out the trivial dependence of $D_{j}^{m m^{\prime}}$ on $\psi$, and eliminating this variable, one establishes the completeness and orthogonality of the functions $D_{j}^{m, j_{0}}(\varphi, \theta, 0)$ on the unit sphere. [For each fixed $j_{0}$, we obtain a complete orthogonal system.] Apart from $j$-dependent phase factors, the states $|j, m\rangle$ of (1.12) correspond to functions of $\theta, \varphi$ as follows:

$$
\begin{equation*}
|j, m\rangle \rightarrow\left[\frac{2 j+1}{4 \pi}\right]^{\frac{1}{2}} D_{j}^{m, \delta_{0}}(\varphi, \theta, 0) \tag{2.11}
\end{equation*}
$$

One can now express the effect of the operator $U(g)$ directly on functions $f(\theta, \varphi)$. For this one has only to combine (2.2), (2.4), and (2.5). We omit this calculation for arbitrary $g$ here, but examine particular cases of $U(g)$ in the sequel. When $g$ belongs to the $S O(3)$ subgroup of $S O(3,1)$, however, the effect of $U(g)$ is particularly simple. Let us denote an element of $S O(3)$ by $R$, since it is a rotation of the space coordinates only. Then one has

$$
\begin{equation*}
[U(R) f]^{\sim}(\theta, \varphi)=\mu(R, \theta, \varphi) \tilde{f}\left[R^{-1}(\theta, \varphi)\right] . \tag{2.12}
\end{equation*}
$$

[^38]Here $\mu$ is a phase factor of unit modulus and the argument of the function $f$ on the right-hand side is just the point on the unit sphere obtained by applying the rotation $R^{-1}$ to the point $(\theta, \varphi)$. The factor $\mu$ is present only when $j_{0}$ is nonzero; its meaning can be understood in the following way. If one takes the generators in the form (2.7), divides $K_{j}$ by $-\rho$ and takes the limit $\rho \rightarrow \infty$, one ends up with the generators for a single UIR of the Euclidean group $E(3)$. In this process of contraction, the generator $J_{j}$ and the operator $U(R)$ are unchanged. The factor $\mu$ in (2.12) then corresponds to the helicity in the UIR of $E(3) .^{11}$

The realization of the UIR $\left\{j_{0}, \rho\right\}$ of $\operatorname{SO}(3,1)$ in a Hilbert space of functions on the unit sphere is analogous to the realization of the (continuous class) UIR's of $S O(2,1)$ in a space of functions on the unit circle. [See (I).] This form is suited to the diagonalization of the operators $J^{2}, J_{3}$ pertaining to the maximal compact subgroup of $S O(3,1)$. If we wish to reduce the UIR under the $\operatorname{SO}(2,1)$ subgroup of $S O(3,1)$, then, as in (I), we must cast the UIR in a form suited to this purpose. This is achieved as follows: We make a change of variable which maps the surface of the unit sphere onto two planes (it would be more precise to call them hyperboloids), the upper hemisphere onto one plane, the lower hemisphere onto the other. We introduce polar coordinates $r, \psi$ on each plane, defined in terms of $\theta, \varphi$ by

$$
\begin{align*}
& \tan \frac{\theta}{2}=\tanh \frac{r}{2}, \quad \varphi=\psi: \\
& 0 \leq \theta \leq \pi / 2, \quad 0 \leq \varphi \leq 2 \pi \\
& \tan \frac{\theta}{2}=\operatorname{coth} \frac{r}{2}, \quad \varphi=2 \pi-\psi  \tag{2.13}\\
& \pi / 2 \leq \theta \leq \pi, \quad 0 \leq \varphi \leq 2 \pi
\end{align*}
$$

As $\theta$ varies from 0 to $\frac{1}{2} \pi$ (upper hemisphere), the radial variable $r$ goes from 0 to $\infty$; thus the upper hemisphere gets mapped onto one plane. As $\theta$ varies over the range $\frac{1}{2} \pi$ to $\pi$ (lower hemisphere), $r$ goes from $\infty$ to 0 ; and the lower hemisphere is mapped onto an entire plane. A single function $f(\theta, \varphi)$ is now to be replaced by a pair of functions $f_{\lambda}(r, \psi), \lambda=1,2$, to represent the same abstract element $f$ in Hilbert space. We define these functions by

$$
\begin{align*}
f_{1}(r, \psi) & =[\cosh r]^{-1+i \rho} f(\theta, \varphi): \\
& 0 \leq \theta \leq \frac{\pi}{2}, \quad 0 \leq \varphi \leq 2 \pi \\
f_{2}(r, \psi) & =[\cosh r]^{-1+i \rho} f(\theta, \varphi):  \tag{2.14}\\
& \frac{\pi}{2} \leq \theta \leq \pi, \quad 0 \leq \varphi \leq 2 \pi
\end{align*}
$$

[^39]Using these definitions, the scalar product of two element $f, h$ in $H$ can be expressed in terms of their wavefunctions as

$$
\begin{equation*}
(f, h)=\sum_{\lambda=1}^{2} \int_{0}^{2 \pi} d \psi \int_{0}^{\infty} \sinh r d r \overline{f_{\lambda}(r, \psi)} h_{\lambda}(r, \psi) \tag{2.15}
\end{equation*}
$$

Needless to say, in order to recover all elements $f$ in $H$, we must pick all pairs of functions on the planes, $f_{\lambda}(r, \psi)$, each being square integrable over the plane and the functions being chosen independently of one another. Thus the Hilbert space $H$ is expressed as a direct sum of two Hilbert spaces $H=H_{1} \oplus H_{2}$, elements of $H_{1}$ corresponding to vectors $f$ with $f_{2}(r, \psi)=$ 0 , and those of $H_{2}$ being vectors $f$ with $f_{1}(r, \psi)=0$.

The generators $J_{j}$, and $K_{j}$ as they act on the functions $f_{\lambda}(r, \psi)$ can be written as $2 \times 2$ matrix operators because we can write the functions $f_{\lambda}(r, \psi)$ as a column vector with two rows. A straightforward calculation yields

$$
\begin{align*}
J_{3}= & \frac{1}{i} \frac{\partial}{\partial \psi} \otimes \sigma_{3}, \\
K_{1}= & \left\{-j_{0} \frac{\sin \psi}{\sinh r}+i \cos \psi \frac{\partial}{\partial r}-i \sin \psi \operatorname{coth} r \frac{\partial}{\partial \psi}\right\} \otimes 1, \\
K_{2}= & \left\{j_{0} \frac{\cos \psi}{\sinh r}+i \sin \psi \frac{\partial}{\partial r}+i \cos \psi \operatorname{coth} r \frac{\partial}{\partial \psi}\right\} \otimes \sigma_{3}, \\
K_{3}= & \left\{-(\rho+i) \cosh r-i \sinh r \frac{\partial}{\partial r}\right\} \otimes \sigma_{3}, \\
J_{1}= & \left\{(\rho+i) \sin \psi \sinh r+j_{0} \cos \psi \operatorname{coth} r\right. \\
& \left.+i \frac{\cos \psi}{\sinh r} \frac{\partial}{\partial \psi}+i \sin \psi \cosh r \frac{\partial}{\partial r}\right\} \otimes 1, \\
J_{2}= & \left\{-(\rho+i) \cos \psi \sinh r+j_{0} \sin \psi \operatorname{coth} r\right. \\
& \left.+i \frac{\sin \psi}{\sinh r} \frac{\partial}{\partial \psi}-i \cos \psi \cosh r \frac{\partial}{\partial r}\right\} \otimes \sigma_{3} . \tag{2.16}
\end{align*}
$$

These expressions for the generators deserve comment since they seem to lead to a paradox. At first glance, it seems as though the subspaces $H_{1}$ and $H_{2}$ are invariant under all the generators and hence under the entire group $S O(3,1)$. However, this certainly cannot be so, since we are dealing with an irreducible representation of $S O(3,1)$. The point is that the differential operators given in (2.16) have been derived in a formal manner, and do not suffice by themselves to define unique self-adjoint operators: they must be supplemented by the knowledge of the domains of these operators. A simpler way to understand the situation is to examine the unitary operators $U(g)$ for specially chosen elements $g$. Let us first investigate the case when $g \in S O(2,1)$. If $g$ corresponds to a matrix
of the form

$$
g \rightarrow e^{i \tau J_{3}}=\left(\begin{array}{cc}
e^{i \tau / 2} & 0  \tag{2.17}\\
0 & e^{-i \tau / 2}
\end{array}\right)
$$

then the operator $U(g)$ does in fact leave the subspaces $H_{1}$ and $H_{2}$ invariant. Next, if we take

$$
g \rightarrow e^{i \tau K_{1}}=\left(\begin{array}{cc}
\cosh \tau / 2 & -\sinh \tau / 2  \tag{2.18}\\
-\sinh \tau / 2 & \cosh \tau / 2
\end{array}\right)
$$

we can check first that, in the complex $\xi$-plane, the interior and the exterior of the unit circle are each mapped onto themselves. Now, the region $|\xi| \leq 1$ corresponds to the second of the two planes with coordinates $r, \psi$; and the region $|\xi| \geq 1$ to the first plane. This is enough to show that the operators $U\left(\exp i \tau K_{1}\right)$ leave the subspaces $H_{1}$ and $H_{2}$ invariant. The same is true for $U\left(\exp i \tau K_{2}\right)$ because actually every element $g$ in $S O(2,1)$ corresponds to a product of suitable matrices of the forms (2.17) and (2.18). Thus the transformations of the subgroup $S O(2,1)$, as well as its self-adjoint generators $J_{3}, K_{1}, K_{2}$, leave the subspaces $H_{1}$ and $H_{2}$ invariant.

On the other hand, consider an element of the type

$$
g \rightarrow e^{i \tau K_{3}}=\left(\begin{array}{cc}
e^{-\tau / 2} & 0  \tag{2.19}\\
0 & e^{\tau / 2}
\end{array}\right)
$$

Depending on whether $\tau$ is positive or negative, points outside the unit circle in the $\xi$ plane move to the interior of the unit circle or the other way around. It follows that the operators $U\left(\exp i \tau K_{3}\right)$ do not leave $H_{1}$ and $H_{2}$ invariant. The same conclusion holds for the operators $U\left(\exp i \tau J_{1}\right)$ and $U\left(\exp i \tau J_{2}\right)$. We conclude that in reality the self-adjoint generators $K_{3}, J_{1}$ and $J_{2}$ do not leave $H_{1}$ and $H_{2}$ invariant. This is exactly analogous to the situation encountered in (I). The paradox is then explained by the statement that if a vector $f$ is in the domain of one of the operators $K_{3}, J_{1}$, or $J_{2}$, then its components $f_{1}$ and $f_{2}$ in $H_{1}$ and $H_{2}$ are constrained and cannot be chosen completely independently. The behaviors of $f_{1}(r, \psi)$ and $f_{2}(r, \psi)$ at $r=\infty$ are correlated. This is but a reflection of the continuity and differentiability of the function $\tilde{f}(\theta, \varphi)$ representing such a vector $f$.
Having satisfied ourselves that the transformations representing elements of the subgroup $S O(2,1)$ do in fact leave $H_{1}$ and $H_{2}$ invariant, we can be sure that the same is true of the Casimir invariant $Q$ of $S O(2,1)$. We can evaluate $Q$ as a differential operator, using (2.16). We have

$$
\begin{align*}
Q=[- & \frac{\partial^{2}}{\partial r^{2}}-\operatorname{coth} r \frac{\partial}{\partial r}-\frac{1}{\sinh ^{2} r} \\
& \left.\times\left\{\frac{\partial^{2}}{\partial \psi^{2}}-2 i j_{0} \cosh r \frac{\partial}{\partial \psi}-j_{0}^{2}\right\}\right] \otimes \mathbb{1} \tag{2.20}
\end{align*}
$$

To reduce the UIR $\left\{j_{0}, \rho\right\}$ of $\operatorname{SO}(3,1)$ with respect to $S O(2,1)$, we seek a complete set of eigenfunctions of $Q$ and $J_{3}$. We can look for eigenvectors of the two types

$$
\begin{equation*}
\binom{f_{1}(r, \psi)}{0}, \quad\binom{0}{f_{2}(r, \psi)} \tag{2.21}
\end{equation*}
$$

belonging to $H_{1}$ and $H_{2}$, respectively. Eigenvectors of $J_{3}$ for an eigenvalue $m$ are

$$
\begin{equation*}
\binom{f_{1}(r) e^{i m \psi}}{0}, \quad\binom{0}{f_{2}(r) e^{-i m \psi}} \tag{2.22}
\end{equation*}
$$

For each integral value of $m$, positive, negative, or zero, we must find a complete orthonormal set of eigenfunctions of $Q$. As one would expect, these turn out to be generalizations of the $d_{j}^{m m^{\prime}}$ functions of angular momentum theory, with complex $j$ and $m^{\prime}$ set equal to $j_{0}$. For a given $m$, the functions $f_{\lambda}(r)$ in (2.22) are solutions of the following eigenvalue equations:

$$
\begin{array}{r}
{\left[-\frac{d}{d z}\left(z^{2}-1\right) \frac{d}{d z}+\frac{m^{2}+j_{0}^{2}-2 m j_{0} z}{z^{2}-1}\right] f_{1}(z)=q f_{1}(z)} \\
{\left[-\frac{d}{d z}\left(z^{2}-1\right) \frac{d}{d z}+\frac{m^{2}+j_{0}^{2}+2 m j_{0} z}{z^{2}-1}\right] f_{2}(z)=q f_{2}(z)} \\
z=\cosh r ; \quad 1 \leq z<\infty \tag{2.23}
\end{array}
$$

The eigenvalue of $Q$ is denoted by $q$. The general solutions to Eq. (2.23) are ${ }^{12}$

$$
\left.\begin{array}{l}
f_{1}(z)=d_{j}^{m, j_{0}}(z)  \tag{2.24}\\
f_{2}(z)=d_{j}^{-m, j_{0}}(z)
\end{array}\right\} q=-j(j+1) .
$$

These functions are of course solutions to (2.23) for all complex $j$. The eigenfunctions of the self-adjoint operator $Q$ must, however, correspond to real $q$, be normalizable at least in the continuum sense, and form a complete orthonormal system; furthermore, the possible values of $q$ are already known from the knowledge of UIR's of $S O(2,1)$. Solutions of Eq. (2.23) with all these properties are well known. ${ }^{13}$ The completeness and orthonormality properties of the $d_{j}$ functions depend on $m$, and complete sets of solutions are the following:
$m \geq 1$ :

$$
\begin{align*}
& \int_{0}^{\infty} s \tanh \pi s d s d_{-\frac{2}{2}+i s}^{m, j_{0}}(z) \overline{d_{-\frac{1}{2}+i s}^{m_{1} j_{0}}\left(z^{\prime}\right)} \\
& +\frac{1}{2} \sum_{j=0,1, \cdots,}^{\min \left(m-1, j_{0}-1\right)}(2 j+1) d_{j}^{m, j_{0}}(z) \overline{d_{j}^{m, j_{0}}\left(z^{\prime}\right)} \\
& =\delta\left(z-z^{\prime}\right) ; \tag{2.25a}
\end{align*}
$$

[^40]\[

$$
\begin{align*}
& m \leq 0: \\
& \left.\quad \int_{0}^{\infty} s \tanh \pi s d s d_{-\frac{1}{2}+i s}^{m_{1} j_{0}}(z) \overline{d_{-\frac{1}{2}+i s}^{m, j_{0}}\left(z^{\prime}\right.}\right)=\delta\left(z-z^{\prime}\right) \tag{2.25b}
\end{align*}
$$
\]

In Eq. (2.25a), the discrete summation exists if and only if $j_{0} \geq 1$. Taking Eq. (2.25) in conjunction with Eqs. (2.21) and (2.22), we find a complete orthonormal set of eigenfunctions of $Q$ and $J_{3}$ to be the following:

$$
\begin{align*}
& \left.\Psi_{s, m}^{(1)}(r, \psi)=\frac{e^{i m \psi}}{(2 \pi)^{\frac{1}{2}}} d_{-\frac{1}{2}+i s}^{m_{i} j_{0}}(z)\binom{1}{0}\right) \\
& \left.\Psi_{s, m}^{(2)}(r, \psi)=\frac{e^{-i m \psi}}{(2 \pi)^{\frac{1}{2}}} d_{-\frac{1}{2}+i s}^{-m, j_{0}}(z)\binom{0}{1}\right\}, \\
& 0 \leq s<\infty, \quad-\infty<m<\infty \\
& \Psi_{k, m}^{(+)}(r, \psi)=\left(\frac{2 k-1}{4 \pi}\right)^{\frac{1}{2}} e^{i m \psi} d_{k-1}^{m, j_{0}}(z)\binom{1}{0}, \\
& m=k, k+1, \cdots, \infty \\
& \Psi_{k, m}^{(-)}(r, \psi)=\left(\frac{2 k-1}{4 \pi}\right)^{\frac{1}{2}} e^{-i m \psi} d_{k-1}^{-m, j_{0}}(z)\binom{0}{1}, \\
& m=-k,-k-1, \cdots,-\infty) \\
& k=1,2, \cdots, j_{0}, \\
& Q \Psi_{s, m}^{(\lambda)}=\left(\frac{1}{4}+s^{2}\right) \Psi_{s, m}^{(\lambda)} ; \quad J_{3} \Psi_{s, m}^{(\lambda)}=m \Psi_{s, m}^{(\lambda)}, \\
& Q \Psi_{k, m}^{( \pm)}=k(1-k) \Psi_{k, m}^{( \pm)} ; \quad J_{3} \Psi_{k, m}^{( \pm)}=m \Psi_{k, m}^{( \pm)} . \tag{2.26}
\end{align*}
$$

The eigenfunctions $\Psi_{s, m}^{(1)}$ and $\Psi_{k, m}^{(+)}$span the subspace $H_{1}$, and are thus orthogonal to the eigenfunctions $\Psi_{s, m}^{(2)}$ and $\Psi_{k, m}^{(-)}$which span $H_{2}$. Beyond this, we have the following orthogonality relations [the scalar product is (2.15)]:

$$
\begin{align*}
&\left(\Psi_{k^{\prime}, m^{\prime}}^{(+)}, \Psi_{k, m}^{(+)}\right)=\left(\Psi_{k^{\prime}, m^{\prime}}^{(-)}, \Psi_{k, m}^{(-)}\right)=\delta_{k^{\prime} k} \delta_{m^{\prime} m} ; \\
&\left(\Psi_{k^{\prime}, m^{\prime}}^{(+)}, \Psi_{s, m}^{(1)}\right)=\left(\Psi_{k^{\prime}, m^{\prime}}^{(-)}, \Psi_{s, m}^{(2)}\right)=0 ;  \tag{2.27}\\
&\left(\Psi_{s^{\prime}, m^{\prime}}^{(1)}, \Psi_{s, m}^{(1)}\right)=\left(\Psi_{s^{\prime}, m^{\prime}}^{(2)}, \Psi_{s, m}^{(2)}\right)=\delta_{m^{\prime} m} \frac{\delta\left(s^{\prime}-s\right)}{s \tanh \pi s}
\end{align*}
$$

The result of the above considerations is the following
Theorem: The UIR $\left\{j_{0}, \rho\right\}$ of the principal series of $S O(3,1)$, for integral $j_{0} \geq 0$, contains each UIR of $S O(2,1)$ of the continuous class (integral type and nonexceptional) twice, and each UIR of $S O(2,1)$ of the discrete classes $D_{k}^{ \pm}$, for $k=1,2, \cdots, j_{0}$ once. [The UIR's of the discrete classes are absent if $j_{0}=0$.]

It need hardly be pointed out that the continuous class UIR's of $S O(2,1)$ appear in the UIR of $S O(3,1)$ in the sense of a direct integral, with the multiplicity factor two. ${ }^{14}$ Among the wavefunctions written down in Eq. (2.26), only the discrete ones

$$
\Psi_{k, m}^{(+)}, \quad \Psi_{k, m}^{(-)}
$$

[^41]represent normalizable vectors in the Hilbert space $H$, being eigenvectors for the discrete spectrum of $Q$. The remaining wavefunctions
$$
\Psi_{s, m}^{(\lambda)}, \quad \lambda=1,2
$$
are nonnormalizable vectors, being "ideal" eigenfunctions of $Q$ corresponding to the continuous part of the spectrum of $Q$. A normalizable vector $f$ in $H$ may be expanded in terms of these basis vectors in the form
\[

$$
\begin{align*}
f=\sum_{\lambda=1}^{2} \sum_{m=-\infty}^{\infty} & \int_{0}^{\infty} d s s \tanh \pi s f_{m}^{(\lambda)}(s) \Psi_{s, m}^{(\lambda)} \\
& \quad+\sum_{k=1}^{j_{0}} \sum_{m=k}^{\infty}\left[f_{k, m}^{(+)} \Psi_{k, m}^{(+)}+f_{k,-m}^{(-)} \Psi_{k,-m}^{(-)}\right] . \tag{2.28}
\end{align*}
$$
\]

Thus each vector $f$ determines a "wavefunction" in the $Q, J_{3}$ basis to be

$$
\begin{equation*}
f \rightarrow\left\{f_{m}^{(\lambda)}(s), f_{k, m}^{(+)}, f_{k, m}^{(-)}\right\} . \tag{2.29}
\end{equation*}
$$

And the scalar product of $f$ with $h$ is

$$
\begin{align*}
(f, h)=\sum_{\lambda=1}^{2} & \sum_{m=-\infty}^{\infty} \int_{0}^{\infty} d s s \tanh \pi s \overline{f_{m}^{(\lambda)}(s)} h_{m}^{(\lambda)}(s) \\
& +\sum_{k=1}^{j_{0}} \sum_{m=k}^{\infty}\left[\overline{f_{k, m}^{(+)} h_{k, m}^{(+)}}+\overline{f_{k,-m}^{(-)}} h_{k,-m}^{(-)}\right] \tag{2.30}
\end{align*}
$$

Of course, the functions of $s$ in Eq. (2.29) are relevant only up to sets of vanishing measure. The relation between the wavefunction (2.29) and the wavefunctions $f_{\lambda}(r, \psi)$ in (2.14) is given by

$$
\begin{align*}
& f_{m}^{(\lambda)}(s)=\int_{0}^{2 \pi} d \psi \int_{0}^{\infty} \sinh r d r \overline{\bar{\Psi}_{s, m}^{(\lambda)}(r, \psi)} f_{\lambda}(r, \psi), \\
& f_{k, m}^{(+)}=\int_{0}^{2 \pi} d \psi \int_{0}^{\infty} \sinh r d r \overline{\bar{\Psi}}_{k, m}^{(+)}(r, \psi) \\
& f_{1}(r, \psi),  \tag{2.31}\\
& f_{k, m}^{(-)}=\int_{0}^{2 \pi} d \psi \int_{0}^{\infty} \sinh r d r \overline{\bar{\Psi}_{k, m}^{(-)}(r, \psi)} f_{2}(r, \psi) .
\end{align*}
$$

$$
\text { (no sum on } \lambda \text { ) }
$$

[We have dropped the column vector notation for wavefunctions in writing down Eq. (2.31).]
$Q$ being the Casimir invariant of $\operatorname{SO}(2,1)$, the generators $J_{3}, K_{1}$, and $K_{2}$ do not alter the values of $s$ and $k$ when they act on $\Psi_{s, m}^{(\lambda)}$ and $\Psi_{k, m}^{( \pm)}$, respectively. The matrix elements of $K_{1}$ and $K_{2}$ in a UIR of $\operatorname{SO}(2,1)$ and in a basis of eigenvectors of $J_{3}$ may be written in a standard form. [See (I).] The eigenfunctions $\Psi_{s, 2}^{(m)}, \Psi_{k, m}^{( \pm)}$of $Q$ and $J_{3}$ will generally have to be modified by $m$-dependent phase factors in order that the differential operators for $K_{1}$ and $K_{2}$ given in Eq. (2.16) have the standard matrix elements between these vectors.

## 3. BEHAVIOR OF THE GENERATORS IN THE $S O(2,1)$ BASIS

In this last section we examine the manner in which the generators of $\operatorname{SO}(3,1)$-other than those which generate the subgroup $S O(2,1)$-connect different UIR's of $S O(2,1)$ to one another. The vector nature of the generators $K_{j}$ results in their having matrix elements connecting different UIR's of $S O(3)$ to one another in a basis of eigenvectors of $J^{2}$ and $J_{3}$, according to the selection rule

$$
\begin{equation*}
\Delta j=0, \pm 1 . \tag{3.1}
\end{equation*}
$$

We seek an analog to this situation when $Q$ and $J_{3}$ are diagonalized, as in Sec. II.

It is convenient to write the $\operatorname{SO}(3,1)$ generators in the form

$$
\begin{align*}
& F_{0}=J_{3}, F_{1}=K_{1}, F_{2}=K_{2} ; \\
&  \tag{3.2}\\
& \quad G_{0}=K_{3}, G_{1}=-J_{1}, G_{2}=-J_{2} .
\end{align*}
$$

Then the commutation relations of $\operatorname{SO}(3,1)$ are

$$
\begin{align*}
& {\left[F_{j}, F_{k}\right]=i C_{j k}^{l} F_{l} ;}  \tag{3.3a}\\
& {\left[F_{j}, G_{k}\right]=i C_{j k}^{l} G_{i} ;}  \tag{3.3b}\\
& {\left[G_{j}, G_{k}\right]=-i C_{j k}^{l} F_{l} .} \tag{3.3c}
\end{align*}
$$

The nonvanishing components of the tensor $C_{j k}^{l}$ are

$$
\begin{equation*}
C_{01}^{2}=-C_{10}^{2}=C_{20}^{1}=-C_{02}^{1}=C_{21}^{0}=-C_{12}^{0}=+1 \tag{3.4}
\end{equation*}
$$

Equation (3.3b) exhibits the transformation property of the tensor $G_{j}$ under $S O(2,1)$.
Since the matrix elements of the operators $F_{j}$ within any UIR of $S O(2,1)$, in a basis of eigenvectors of $F_{0}$, are known, and since one can pass from one component of $G_{j}$ to another by commutation with the $F_{j}$, it is sufficient to know how $G_{0}$, say, connects the different UIR's of $S O(2,1)$ appearing in one UIR of $S O(3,1)$. It turns out that the essential features of the situation are already seen if, instead of $G_{j}$, one considers the tensor operator $G_{j}^{(0)}$ obtained by taking the limit, as $\rho \rightarrow \infty$ of $-(1 / \rho) G_{j}$ [as given in Eq. (2.16)], while at the same time restricting oneself to the subspace $H_{1}$ in $H$ :

$$
\begin{align*}
& G_{0}^{(0)}=\cosh r, \quad G_{1}^{(0)}=\sinh r \sin \psi, \\
& G_{2}^{(0)}=-\sinh r \cos \psi . \tag{3.5}
\end{align*}
$$

These obey

$$
\begin{align*}
{\left[F_{j}, G_{k}^{(0)}\right] } & =i C_{j k}^{l} G_{l}^{(0)}, \\
{\left[G_{j}^{(0)}, G_{k}^{(0)}\right] } & =0 . \tag{3.6}
\end{align*}
$$

$F_{j}$ and $G_{j}^{(0)}$ generate a single UIR of the Poincaré group in two space and one time dimension, with
timelike three-momenta. ${ }^{15}$ The subspace $H_{1}$ of $H$ is in fact invariant under $G_{j}^{(0)}$; and, as we have seen, the operators $F_{j}$ acting on $H_{1}$ contain each UIR of $S O(2,1)$ of the continuous integral nonexceptional class once and each UIR of the discrete class $D_{k}^{(+)}$ once, for $k=1,2, \cdots, j_{0}$.

We consider then the action of $G_{0}^{(0)}$ on $H_{1}$. A vector $f$ in $H_{1}$ may be specified either by the wavefunction $f(r, \psi)$, or by the wavefunction

$$
\begin{equation*}
f_{k, m}^{(+)}, \quad f_{m}^{(1)}(s) \tag{3.7}
\end{equation*}
$$

the connection between these two specifications being given by Eqs. (2.28) and (2.31) [suitably restricted to $H_{1}$ ]. It is clearly sufficient to consider vectors $f$ which are eigenvectors of $J_{3}$ :

$$
\begin{equation*}
f(r, \psi)=\frac{e^{i m \psi}}{(2 \pi)^{\frac{1}{2}}} f(z), \quad z=\cosh r . \tag{3.8}
\end{equation*}
$$

For definiteness, we will assume $m \geq 1$; this is when the UIR's $D_{k}^{(+)}$appear. Other cases for $m$ can be handled in a way similar to what follows. Then the expansion theorem for $f$ is

$$
\begin{align*}
f & =\int_{0}^{\infty} d s s \tanh \pi s f^{(1)}(s) \Psi_{s, m}^{(1)}+\sum_{k=1,2, \cdots}^{\min \left(m, j_{0}\right)} f_{k}^{(+)} \Psi_{k, m}^{(+)}, \\
f^{(1)}(s) & =\int_{1}^{\infty} d z d_{-\frac{1}{2}+i s}^{m, j_{0}}(z) f(z)  \tag{3.9}\\
f_{k}^{(+)} & =\left(k-\frac{1}{2}\right)^{\frac{1}{2}} \int_{1}^{\infty} d z d_{k-1}^{m, j_{0}}(z) f(z)
\end{align*}
$$

[The complex conjugation of the $d$ functions has been omitted, since they are real for $1 \leq z<\infty] .{ }^{16}$ We begin by proving that the basis vectors of the UIR's $D_{k}^{(+)}$for $k \geq 2$ are in the domain of $G_{0}^{(0)}$. The functions $d_{j}^{m, j_{0}}(z)$ can be written as a linear combination of two other functions of $z$, one of which goes like $z^{j}$, the other like $z^{-j-1}$ as $z \rightarrow \infty .{ }^{17}$ In this sense, the asymptotic behavior of $d_{j}^{m, j_{0}}(z)$ is exhibited by the formula $d_{j}^{m, j_{0}}(z) \sim \frac{B}{2 j+1} \sin (\pi j) \quad z^{i}+\frac{A}{\cos \pi j} z^{-j-1}$

[^42]The coefficients $A$ and $B$ are analytic functions of $j$, and, at least in the region $-\frac{1}{2} \leq \operatorname{Re} j<m, j_{0}$, are finite. Equation (3.10) shows why the states $\Psi_{k, m}^{(+)}$ ( $k=1,2, \cdots$ ) are normalizable: The potentially dangerous first term is absent for $j=0,1, \cdots$, $\min \left(m-1, j_{0}-1\right)$. [More precisely, when $d_{j}^{m . j_{0}}(z)$ is written as a linear combination as mentioned above, the first function has a vanishing coefficient when $j=0,1, \cdots, \min \left(m-1, j_{0}-1\right)$; and the remaining term goes like $z^{-j-1}$.] Beyond this, since the effect of $G_{0}^{(0)}$ is just to multiply a wavefunction $f(z)$ by $z$, the states $G_{0}^{(0)} \Psi_{k, m}^{\prime(+)}$ are also normalizable for $k \geq 2$. [The relation between $k$ and $j$ is $k=j+1$.] The vector

$$
G_{0}^{(0)} \Psi_{k, m}^{(+)}, \quad k \geq 2
$$

can be expanded in terms of the $\Psi_{k, m}^{(+)}$by using the identity:

$$
\begin{align*}
z d_{j}^{m, j_{0}}(z)= & -\left[\left(m^{2}-(j+1)^{2}\right)\left(j_{0}^{2}-(j+1)^{2}\right)\right]^{\frac{1}{2}} \\
& \times \frac{d_{j+1}^{m, j_{0}}(z)}{(j+1)(2 j+1)}+\frac{j_{0} m}{j(j+1)} d_{j}^{m, j_{0}}(z) \\
& -\left[\left(m^{2}-j^{2}\right)\left(j_{0}^{2}-j^{2}\right)\right]^{\frac{1}{2}} \frac{d_{j-1}^{m, j_{0}}(z)}{j(2 j+1)}, \\
& \left(j \neq 0,-\frac{1}{2},-1\right) . \tag{3.11}
\end{align*}
$$

[See the Appendix for the derivation of (3.11).] Using this for $k \geq 2,(j \geq 1)$, we get

$$
\begin{align*}
& G_{0}^{(0)} \Psi_{k, m}^{(+)} \\
& =-\frac{1}{k}\left[\frac{\left(m^{2}-k^{2}\right)\left(j_{0}^{2}-k^{2}\right)}{(2 k+1)(2 k-1)}\right]^{\frac{1}{2}} \Psi_{k+1, m}^{(+)}+\frac{j_{0} m}{k(k-1)} \Psi_{k, m}^{(+)} \\
& \quad-\frac{1}{k-1}\left[\frac{\left(m^{2}-(k-1)^{2}\right)\left(j_{0}^{2}-(k-1)^{2}\right)}{(2 k-1)(2 k-3)}\right]^{\frac{1}{2}} \Psi_{k-1, m}^{(+)} \tag{3.12}
\end{align*}
$$

Thus $G_{0}^{(0)}$ [and so also $G_{j}^{(0)}$ ] can act on the discrete states $\Psi_{k m}^{(+)}$, for $k \geq 2$, and yields linear combinations of the states $\Psi_{k \pm 1 . m}^{(+)}$and $\Psi_{k, m}^{(+)}$. We see in Eq. (3.12) the selection rule $\Delta k= \pm 1,0$, exactly like the selection rule (3.1).

In contrast to the UIR's $D_{k}^{(+)}, k \geq 2$, Eq. (3.10) shows that the normalizable vectors $\Psi_{1, m}^{(+)}$belonging to the UIR $D_{1}^{(+)}$do not lie in the domain of $G_{0}^{(0)}$, i.e., $G_{0}^{(0)} \Psi_{1 . m}^{(+)}$is not normalizable. Thus there is a sharp difference between the first of the discrete UIR's, $D_{1}^{(+)}$, and the succeeding ones, $D_{2}^{(+)}, D_{3}^{(+)}, \cdots$. The latter are in the domain of $G_{j}^{(0)}$; the former is not.

To understand the role of the UIR $D_{1}^{(+)}$, we then argue as follows: Suppose that a vector $f$ is in the domain of $G_{0}^{(0)}$, and also that

$$
\left(\Psi_{1, m}^{(+)}, f\right) \neq 0 ;
$$

then what can be said about $f$ ? It is irrelevant whether
the coefficients $\left(\Psi_{k, m}^{(+)}, f\right)$ for $k \geq 2$ are zero or nonzero, and we can assume that they vanish, without taking $f$ outside the domain of $G_{0}^{(0)}$. Then we conclude that the part of the wavefunction of $f$ relating to the continuous class UIR's of $S O(2,1)$, namely $f^{(1)}(s)$ cannot vanish identically. For if it did, then $f$ would be proportional to $\Psi_{1, m}^{(+)}$and could not lie in the domain of $G_{0}^{(0)}$. The same argument carried a stage further shows that $f_{1}^{(+)}$, the components of $f$ in the UIR $D_{1}^{(+)}$, cannot be chosen independently of the function $f^{(1)}(\mathrm{s})$ [assuming that $G_{0}^{(0)} f$ exists]. We can even prove explicitly that $f^{(1)}(\mathrm{s})$ completely determines $f_{1}^{(+)}$. The two conditions on $f(z)$ are

$$
\begin{gather*}
\|f\|^{2}=\int_{1}^{\infty}|f(z)|^{2} d z<\infty, \\
\left\|G_{0}^{(0)} f\right\|^{2}=\int_{1}^{\infty} z^{2}|f(z)|^{2} d z<\infty ; \tag{3.13}
\end{gather*}
$$

$f^{(1)}(s)$ and $f_{1}^{(+)}$are given by

$$
\begin{align*}
f^{(1)}(s) & =\int_{1}^{\infty} d z d_{-\frac{1}{2}+i s}^{m, j_{0}}(z) f(z) \\
f_{1}^{(+)} & =\frac{1}{\sqrt{2}} \int_{1}^{\infty} d z d_{0}^{m, j_{0}}(z) f(z) \tag{3.14}
\end{align*}
$$

Taking into account the asymptotic behavior of $d_{j}^{m, j_{0}}(z)$ as given by Eq. (3.10), and using Eq. (3.13), we see that the function $f^{(1)}(s)$ can be continued off the real axis as an analytic function of the complex variable $s$, at least up to $\operatorname{Im} s= \pm 1$. Further, since such an analytic continuation is unique, and since the point $s=-i / 2$ always lies within the minimum region of analyticity, $f_{1}^{(+)}$is determined by $f^{(1)}(s)$ :

$$
\begin{equation*}
f_{\mathrm{I}}^{(+)}=\frac{1}{\sqrt{2}} f^{(1)}\left(-\frac{i}{2}\right) \tag{3.15}
\end{equation*}
$$

Thus we obtain a remarkable result: If a vector $f$, with $J_{3} f=m f$, lies in the domain of $G_{0}^{(0)}$ and has a wavefunction

$$
f \rightarrow f^{(1)}(s), \quad f_{k}^{(+)}, \quad k=1,2, \cdots, \min \left(m, j_{0}\right),
$$

then
(i) $f^{(1)}(s)$ is the boundary value on the real axis of an analytic function of $s$, analytic at least up to $\operatorname{Im} s=$ $\pm 1$;
(ii) $f_{1}^{(+)}$, the component of $f$ in the subspace containing the UIR $D_{1}^{(+)}$, is determined by $f^{(1)}(s)$ via (3.15); (iii) the component $f_{2}^{(+)}, f_{3}^{(+)}, \cdots$ are arbitrary, corresponding to the fact that the vectors $\Psi_{2, m}^{(+)}, \Psi_{3, m}^{(+)}, \cdots$ lie in the domain of $G_{0}^{(0)}$. Clearly, these results hold for all components of $G_{j}^{(0)}$ and they show again the distinction between the UIR $D_{1}^{(+)}$and the remaining discrete UIR's. It should be pointed out that what we have proved is that, if a vector $f$ is in the domain of
$G_{0}^{(0)}$, then $f_{1}^{(+)}$is determined by $f^{(1)}(s)$; we do not claim that for all such vectors $f$, the quantity $f_{1}^{(+)}$is nonzero. Whether $f_{1}^{(+)}$is zero or not depends on the particular function $f^{(1)}(s)$.

It remains to express the wavefunction of $h=G_{0}^{(0)} f$ in terms of that of $f$. We need Eq. (3.11) and its analog for $j=0$. This is derived in the Appendix, and is

$$
\begin{align*}
z d_{0}^{m, j_{0}}=-\left[\left(m^{2}-1\right)\right. & \left.\left(j_{0}^{2}-1\right)\right]^{\frac{1}{2}} d_{1}^{m, j_{0}}(z)+m j_{0} d_{0}^{m, j_{0}}(z) \\
& +2 m j_{0}\left[\frac{\partial}{\partial j} d_{j}^{m, j_{0}}(z)\right]_{j=0} \tag{3.16}
\end{align*}
$$

Using Eqs. (3.11), (3.12) and (3.16) we can express $h_{m}^{(1)}(s), h_{k, m}^{(+)}$in terms of $f_{m}^{(1)}(s), f_{k, m}^{(+)}$as follows:

$$
\begin{aligned}
& h=G_{0}^{(0)} f ; \\
& h_{m}^{(1)}(s)= {\left[\left(m^{2}-\left(\frac{1}{2}+i s\right)^{2}\right)\left(j_{0}^{2}-\left(\frac{1}{2}+i s\right)^{2}\right)\right]^{\frac{1}{2}} } \\
& \times \frac{f_{m}^{(1)}(s-i)}{(s-i)(2 s-i)}-\frac{m j_{0}}{s^{2}+\frac{1}{4}} f_{m}^{(1)}(s) \\
&+\left[\left(m^{2}-\left(\frac{1}{2}-i s\right)^{2}\right)\left(j_{0}^{2}-\left(\frac{1}{2}-i s\right)^{2}\right)\right]^{\frac{1}{2}} \\
& \times \frac{f_{m}^{(1)}(s+i)}{(s+i)(2 s+i)}, \\
& h_{1, m}^{(+)}=-\frac{1}{\sqrt{3}}\left[\left(m^{2}-1\right)\left(j_{0}^{2}-1\right)\right]^{\frac{1}{2}} f_{2, m}^{(+)}+m j_{0} f_{1, m}^{(+)} \\
&-i \sqrt{2} m j_{0}\left[\frac{d}{d s} f_{m}^{(1)}(s)\right] \\
& h_{k, m}^{(+)}=-\frac{1}{k}\left[\frac{\left(m^{2}-k^{2}\right)\left(j_{0}^{2}-k^{2}\right)}{(2 k-1)(2 k+1)}\right]^{\frac{1}{2}} f_{k+1, m}^{(+)} \\
&+\frac{j_{0} m}{k(k-1)} f_{k, m}^{(+)}-\frac{1}{(k-1)} \\
& \times\left[\frac{\left(m^{2}-(k-1)^{2}\right)\left(j_{0}^{2}-(k-1)^{2}\right)}{(2 k-1)(2 k-3)}\right]^{\frac{1}{2}} f_{k-1, m}^{(+)} ; \\
& k \geq 2 .
\end{aligned}
$$

Equations similar to the above can be derived in case $m \leq 0$. The behavior of $G_{0}^{(0)}$ in $H_{1}$ is typical of all the operators $G_{j}^{(0)}$, the only new possibility being that the eigenvalue of $J_{3}$ may change by $\pm 1$.
Returning to the case of interest to us, namely, the operators $G_{j}$ of $S O(3,1)$, there are two new points. First of all, the expressions (2.16) for the $G_{j}$ differ from the expressions (3.5) by the presence of additional terms involving the differential operator $\partial / \partial z$. The second point, which is related to the first, is that the $G_{j}$ operates in the Hilbert space $H$ which is the direct sum of the two orthogonal subspaces $H_{1}$ and $H_{2}$; this is essential in order that $G_{j}$ be self-adjoint. ${ }^{18}$ In spite of these two new features, the basic mechanism by

[^43]which the UIR's of $S O(2,1)$ appearing in a given UIR of $S O(3,1)$ are connected to one another by the $G_{i}$ is the one we have explained above. The states of the UIR's $D_{k}^{(+)}$for $k \geq 2$ lie in the domain of the $G_{j}$; the matrix elements of $G_{j}$ among these vectors obey the $\Delta k=0, \pm 1$ selection rule. The states of the two UIR'S $D_{1}^{( \pm)}$are not in the domain of $G_{j}$. A linear combination $f$ of the ideal vectors $\Psi_{s, m}^{(\lambda)}$ with wavefunction $f_{m}^{(\lambda)}(s)$ can be acted upon by $G_{j}$ only if $f_{m}^{(\lambda)}(s)$ is the boundary value of an analytic function of $s$, analytic at least up to $\operatorname{Im} s= \pm 1$. For such a vector $f$, the components $f_{1, m}^{( \pm)}$in the UIR's $D_{1}^{( \pm)}$are already fixed by the functions $f_{m}^{(\lambda)}(s)$. [Of course, the special role enjoyed by the first discrete UIR $D_{1}^{(+)}$and its close connection to the UIR's of the continuous class is now extended to the UIR $D_{1}^{(-)}$as well, when we consider the generators of $S O(3,1)$ rather than $E(2,1)$.] One has, in fact,
$f_{1, m}^{(+)}=\frac{1}{\sqrt{2}} f_{m}^{(1)}\left(-\frac{i}{2}\right) ; \quad f_{1, m}^{(-)}=\frac{1}{\sqrt{2}} f_{m}^{(2)}\left(-\frac{i}{2}\right)$.
Actually, in making these statements, one has to be careful and pay attention to the question of the domains of the operators $G_{j}$, in the sense that if $f$ is in the domain of $G_{j}$, then its components $f_{1}$ and $f_{2}$ in $H_{1}$ and $H_{2}$ are constrained and cannot be chosen completely independently of one another. These constraints are just a reflection of the continuity and differentiability of the wavefunction $\tilde{f}(\theta, \varphi)$ on the unit sphere associated with the vector $f$. We conclude by writing down the analog to Eq. (3.17) for the operator $G_{0}$ [generator of $S O(3,1)$ ]:
\[

$$
\begin{aligned}
& h=G_{0} f \\
& h_{m}^{(\lambda)}(s)=-\left[\left(m^{2}-\left(\frac{1}{2}+i s\right)^{2}\right)\left(j_{0}^{2}-\left(\frac{1}{2}+i s\right)^{2}\right)\right]^{\frac{1}{2}} \\
& \times \frac{\left(\rho+s-\frac{i}{2}\right)}{(s-i)(2 s-i)} f_{m}^{(\lambda)}(s-i)+\frac{\rho m j_{0}}{s^{2}+\frac{1}{4}} f_{m}^{(\lambda)}(s) \\
&-\left[\left(m^{2}-\left(\frac{1}{2}-i s\right)^{2}\right)\left(j_{0}^{2}-\left(\frac{1}{2}-i s\right)^{2}\right)\right]^{\frac{1}{2}} \\
& \times \frac{\left(\rho+s+\frac{i}{2}\right)}{(s+i)(2 s+i)} f_{m}^{(\lambda)}(s+i), \quad(\lambda=1,2) \\
& h_{1, m}^{( \pm)}= \frac{1}{\sqrt{3}}\left[\left(m^{2}-1\right)\left(j_{0}^{2}-1\right)\right]^{\frac{1}{2}}(\rho-i) f_{2, m}^{( \pm)} \\
&-m j_{0}(\rho+i) f_{1, m}^{( \pm)} \\
&+i \sqrt{2} m j_{0} \rho\left[\frac{d}{d s} f_{m}^{(1,2)}(s)\right]_{s=-\frac{i}{2}}
\end{aligned}
$$
\]

$$
\begin{align*}
h_{k, m}^{( \pm)}= & \frac{1}{k}\left[\frac{\left(m^{2}-k^{2}\right)\left(j_{0}^{2}-k^{2}\right)}{(2 k-1)(2 k+1)}\right]^{\frac{1}{2}}(\rho-i k) f_{k+1, m}^{( \pm)} \\
& -\frac{\rho m j_{0}}{k(k-1)} f_{k, m}^{( \pm)}+\frac{1}{k-1} \\
& \times\left[\frac{\left(m^{2}-(k-1)^{2}\right)\left(j_{0}^{2}-(k-1)^{2}\right)}{(2 k-1)(2 k-3)}\right]^{\frac{1}{2}} \\
& \times(\rho-i(k-1)) f_{k-1, m}^{( \pm)} . \quad(k \geq 2) \tag{3.19}
\end{align*}
$$

In the second equation above, expressing $h_{1, m}^{( \pm)}$in terms of $f$, the plus sign goes with $\lambda=1$ in the last term, and the minus sign with $\lambda=2$.

## 4. CONCLUSION

We have carried out the reduction of the UIR's $\left\{j_{0}, \rho\right\}$ of the Principal series of $S O(3,1)$ for integral $j_{0}$ with respect to the noncompact subgroup $S O(2,1)$. We have found that, in this reduction, every UIR of $S O(2,1)$ of the continuous class (integral type and nonexceptional) appears twice; and each of the UIR's of the discrete classes $D_{k}^{(+)}$and $D_{k}^{(-)}$appear once, for $k=1,2, \cdots, j_{0}$. These latter UIR's are absent if $j_{0}=0$.

We have examined how the generators $G_{j}$ of $S O(3,1)$ connect different UIR's of $S O(2,1)$ to one another. The most striking result is that the basis states of the UIR's $D_{k}^{( \pm)}$, for $k \geq 2$, lie in the domain of $G_{j}$ while the basis states of the two UIR's $D_{1}^{( \pm)}$do not. Further, only those linear combinations of the ideal vectors $\Psi_{s, m}^{(\lambda)}$ [basis states of the UIR's of the continuous class] can lie in the domain of $G_{j}$, for which the wavefunctions $f_{m}^{(\lambda)}(s)$ are boundary values of analytic functions of $s$. For such vectors, the components of the vector in the space of the UIR's $D_{1}^{( \pm)}$ are determined by their components in the spaces of the UIR's of the continuous class. In a sense, then, the two UIR's $D_{1}^{( \pm)}$act as bridges between the other discrete UIR's of $S O(2,1)$ on the one hand, and the UIR's of the continuous class on the other.
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## APPENDIX

We prove Eqs. (3.11) and (3.16) of the text. The $d$ functions are defined in terms of the hypergeometric
functions by ${ }^{19}$

$$
\begin{gather*}
d_{j}^{m, j_{0}}(z)=\left[\frac{(j+m)!\left(j-j_{0}\right)!}{(j-m)!\left(j+j_{0}\right)!}\right]^{\frac{1}{2}} F_{i} \\
F_{j}=\left(\frac{1+z}{2}\right)^{\left(m+j_{0}\right) / 2}\left(\frac{1-z}{2}\right)^{\left(m-j_{0}\right) / 2} \\
\times \frac{F\left(-j+m, j+m+1 ; 1+m-j_{0} ; \frac{1}{2}(1-z)\right)}{\left(m-j_{0}\right)!} . \tag{A1}
\end{gather*}
$$

[As given here, Eq. (Al) is valid for $m \geq j_{0}, m+$ $j_{0} \geq 0$; however, in the ensuing manipulations, $m$ and $j_{0}$ do not change.]

We use Eqs. (31), (32), and (33) of Sec. 2.8 of Bateman. ${ }^{20}$ These are, respectively,

$$
\begin{align*}
& z F(a, b ; c ; z) \\
& =\frac{c-2 a}{b-a} F(a, b ; c ; z)-\frac{c-a}{b-a} F(a-1, b ; c ; z) \\
& +\frac{a}{b-a}(1-z) F(a+1, b ; c ; z), \\
& F(a, b ; c ; z)=\frac{b}{b-a} F(a, b+1 ; c ; z) \\
& +\frac{a}{a-b} F(a+1, b ; c ; z),  \tag{A3}\\
& (1-z) F(a, b ; c ; z)=\frac{c-b}{a-1} F(a-1, b-1 ; c ; z) \\
& +\frac{a+b-c-1}{a-1} F(a-1, b ; c ; z) . \tag{A4}
\end{align*}
$$

Use Eq. (A4) in Eq. (A2) to get

$$
\begin{align*}
& z F(a, b ; c ; z) \\
& \quad=F(a, b ; c ; z)+\frac{c-b}{b-a} F(a, b-1 ; c ; z) \\
& \quad+\frac{c-a}{a-b} F(a-1, b ; c ; z) \tag{A5}
\end{align*}
$$

Therefore,

$$
\begin{align*}
& (1-2 z) F(a, b ; c ; z) \\
& \quad=-F(a, b ; c ; z)+2 \frac{b-c}{b-a} F(a, b-1 ; c ; z) \\
& \quad+2 \frac{a-c}{a-b} F(a-1, b ; c ; z) . \quad \text { (A6) } \tag{A6}
\end{align*}
$$

[^44]Using Eq. (A3) twice in Eq. (A6) we get

$$
\begin{align*}
(1 & -2 z) F(a, b ; c ; z) \\
= & -F(a, b ; c ; z)+2 \frac{b-c}{b-a} \frac{1}{b-a-1} \\
& \times[(b-1) F(a, b ; c ; z)-a F(a+1, b-1 ; c ; z) \\
& +2 \frac{a-c}{a-b} \frac{1}{b-a+1} \\
& \times[b F(a-1, b+1 ; c ; z)-(a-1) F(a, b ; c ; z)] . \tag{A7}
\end{align*}
$$

We identify

$$
\begin{equation*}
a=-j+m, \quad b=j+m+1, \quad c=1+m-j_{0} \tag{A8}
\end{equation*}
$$

to get

$$
\begin{aligned}
(1- & 2 z) F(a, b ; c ; z) \\
= & \frac{(j+m+1)\left(j-j_{0}+1\right)}{(j+1)(2 j+1)} F(a-1, b+1 ; c ; z) \\
& +\frac{(j-m)\left(j+j_{0}\right)}{j(2 j+1)} F(a+1, b-1 ; c ; z) \\
& +\frac{m j_{0}}{j(j+1)} F(a, b ; c ; z) .
\end{aligned}
$$

Written in terms of $F_{j}$, this is

$$
\begin{align*}
z F_{j}= & \frac{(j+m+1)\left(j+1-j_{0}\right)}{(j+1)(2 j+1)} F_{j+1}+\frac{m j_{0}}{j(j+1)} F_{j} \\
& +\frac{(j-m)\left(j+j_{0}\right)}{j(2 j+1)} F_{j-1}, \quad j \neq 0,-\frac{1}{2},-1 . \tag{A9}
\end{align*}
$$

Equation (A9) in conjunction with Eq. (A1) leads to Eq. (3.11) in the text.

For the special case $j=0$, we must start with Eq. (A.9) and take the limit as $j$ approaches zero. This gives

$$
\begin{align*}
& z F_{0}=-\left(j_{0}-1\right)(m+1) F_{1}+ {\left[\left(j_{0}-1\right)(m+1)+1\right] F_{0} } \\
&+2 m j_{0}\left(\frac{\partial F_{j}}{\partial j}\right)_{j=0} . \tag{A10}
\end{align*}
$$

The derivative of $F_{j}$ with respect to $j$ can be related to that of $d_{j}^{m, j_{0}}$ by a routine calculation. We find that

$$
\begin{equation*}
\left.\frac{\partial}{\partial j} d_{j}^{m, j 0_{0}}(z)\right|_{j=0}=\frac{j_{0}-m}{2 m j_{0}} d_{0}^{m, j_{0}}(z)+\left.\phi_{0} \frac{\partial F_{j}}{\partial j}\right|_{j=0}, \tag{A11}
\end{equation*}
$$

where $\phi_{0}$ is the ratio $d_{j}^{m, j_{0}} / F_{j}$ evaluated at $j=0$. Equations (A11), (A10), and (A1) lead to Eq. (3.16) of the text.
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#### Abstract

We suggest a very simple method for handling relativistic $n$-body kinematics. In fact the method works well for studying the $n$-fold Kronecker products of the representations of many groups, including all compact Lie groups as a simple case. The method is explicitly covariant, and treats all particles symmetrically.


In this article we suggest a very simple method for handling relativistic $n$-body kinematics. ${ }^{1}$ In fact, the method works well for studying the $n$-fold Kronecker products of the representations of many groups, including all compact Lie groups as a simple case. The method is explicitly covariant, and treats all particles symmetrically.

The method is based on the observation that under right translation by $g, \mathcal{R}(g)$, on the space $G^{n}$ :

$$
\begin{gather*}
\mathcal{R}(g): \quad G^{n} \rightarrow G^{n}, \\
g_{1}, \cdots, g_{k} \rightarrow g_{1} g, g_{2} g, \cdots, g_{n} g, \tag{1}
\end{gather*}
$$

variables of the form $G_{i j}=g_{i} g_{j}^{-1}$ remain invariant; there are exactly $n-1$ independent variables of this type; the remaining $n$th independent variable can be chosen to be any one of the $g_{i}$, and will transform under right translation; and finally, the conversion between any one such set of variables and any other is very simple, because $G_{i k} G_{k j}=G_{i j}$ and $G_{i j} g_{j}=g_{i}$.

A general description of the method follows. We then apply it to the $n$-fold Kronecker product of representations of an arbitrary compact group, and after to the relativistic $n$-body problem. The method may be applied to other groups with varying degrees of success, depending on the structure of the group (e.g., the ease with which a function on the group can be expanded in terms of matrix elements of irreducible representations). However, we do not do so here.

Before describing our method, let us review some of the other approaches to $n$-body kinematics. The earliest method ${ }^{2}$ was to couple the first two particles together, then add the third particle, and continue adding each particle to the system consisting of the previous particles. The parameters which specify the $n$-particle state are the quantum numbers of the subsystems. This method does not preserve a symmetry

[^45]between the particles. It is complicated to transform between any one such system and any other.

The method of Werle ${ }^{3}$ is close, in spirit, to the method we use. His procedure is to project out the total angular momentum in the center of mass system and observe that the coordinates, in a body fixed coordinate system, of the momenta of the individual particles are now invariant parameters which can be used to specify the state.
Our procedure retains all the virtues of the method of Werle, while being explicitly covariant and rather general. It is also quite versatile; for example, the other approaches to $n$-body kinematics can be obtained as variations of the basic method we describe.

A characteristic feature of our method is that we have realized the linear spaces on which our representations act, in terms of a space of functions whose domain is the group itself. This technique is found to be very useful, for example, in the study of the $S$ matrix by the methods of harmonic analysis. We plan to give examples of how this method can be used in a separate article.

To translate the language of the space of functions defined on the group into the more common notation of an abstract vector space, it is only necessary to note the fact that a matrix element $D_{\alpha \beta}^{J}(g)$ of a compact group $G$ may be considered as either a function on the group, or as an abstract object with indices ${ }_{\alpha \beta}^{J}$ which label it as a basis of the usual (abstract) vector space. Equations (10) and (12) have the same interpretation for the Poincaré group.

Suppose that we are given a set of functions $F$, from a group $G$ to the complex plane $\mathfrak{C}, F=\{f: G \rightarrow \mathbb{C}\}$, which is a linear space and for which

$$
f\left(g g_{0}\right) \in F \quad \text { iff } f(g) \in F
$$

i.e., $F$ is invariant under right translation of the

[^46]domain. Then the map
$$
T: F \times G \rightarrow F
$$
defined by
$$
T\left(g_{0}\right) f(g)=f\left(g g_{0}\right)
$$
is a representation of $G$.
The tensor product of $n$ such representations on $F_{1}, F_{2}, \cdots, F_{n}$ is defined, loosely speaking, on the tensor-product space
\[

$$
\begin{aligned}
F_{1, \cdots, n} & =F_{1} \otimes \cdots \otimes F_{n} \\
& =\{f: G \otimes \cdots-n-\cdots \otimes G \rightarrow \mathbb{C}\}
\end{aligned}
$$
\]

where $f\left(g_{1}, \cdots, g_{n}\right)$ is a linear combination of functions of the form $f_{1}\left(g_{1}\right), f_{2}\left(g_{2}\right), \cdots, f_{n}\left(g_{n}\right)$, where $f_{i} \in F_{i}$. The $n$-fold Kronecker product representation is given on this space by
$T(g) f_{1, \cdots, n}\left(g_{1}, \cdots, g_{n}\right)=f_{1, \cdots, n}\left(g_{1} g, g_{2} g, \cdots, g_{n} g\right)$.
We now define a new function $k: G^{n+1} \rightarrow \mathbb{C}$ by

$$
\begin{equation*}
k_{1}, \cdots, n\left(\gamma ; \gamma_{1}, \cdots, \gamma_{n}\right)=f_{1}, \cdots, n\left(\gamma_{1} \gamma, \gamma_{2} \gamma, \cdots, \gamma_{n} \gamma\right) \tag{3a}
\end{equation*}
$$

with the transformation law

$$
\begin{aligned}
& \begin{aligned}
& T(g) k_{1}, \cdots, n \\
&\left(\gamma ; \gamma_{1}, \cdots, \gamma_{n}\right) \\
&=k_{1, \cdots, n}\left(\gamma g ; \gamma_{1}, \cdots, \gamma_{n}\right)
\end{aligned} .
\end{aligned}
$$

$$
\begin{equation*}
g_{i}=\gamma_{i} \gamma \tag{4}
\end{equation*}
$$

Note that if we set $\gamma_{j}=1$ then $\gamma=g_{j}$ and $\gamma_{i}=$ $g_{i} g_{j}^{-1}$. Thus, these variables correspond to those which we discussed in the introduction, except that we have maintained for the moment a symmetrical appearance by retaining a superfluous coordinate. This is a convenience, not an essential part of the method.

The function $k\left(\gamma, \gamma_{1}, \cdots, \gamma_{n}\right)$ may now be expanded, if one wishes (whenever the structure of the group allows this), in terms of matrix elements of irreducible representations of the variables $\gamma, \gamma_{1}$, $\gamma_{2}, \cdots, \gamma_{n}$. The expansion of $k$, as a function of $\gamma$ into irreducible representation spaces, tells how it transforms under the $n$-fold Kronecker product representation. The behavior of $k$ as a function of $\gamma_{j}$ tells how it behaves as "particle" ${ }^{4} j$ is removed from the other particles. (If $\gamma_{j}$ has been set to $1, \gamma_{j}=1$, then $\gamma_{i}=g_{i} g_{j}^{-1}$ is the variable which describes the distance between particles $i$ and $j$. If we have still retained the superfluous variable, then $\gamma_{j}$ is a measure of the distance of particle $j$ from the "central point"-all $\gamma_{i}=1$.)

As one may guess, the transformation from a basis in the variables $g$ to the basis in the variables $\gamma$, is

[^47]performed rather easily, since $g_{i}$ is just the product $\gamma_{i} \gamma$. There is only one nontrivial step.

Let us turn to the case of an arbitrary compact Lie group. Let $D_{\alpha \beta}^{J}(g)$ denote the matrix element of the irreducible representation $J$ between the basis elements $\alpha$ and $\beta$ of the space of that representation. It is well known, from the theory of harmonic analysis on compact groups, that, with proper normalization, we have

$$
\int D_{\alpha \beta}^{* J}(g) D_{\alpha^{\prime} \beta^{\prime}}^{J^{\prime}}(\mathrm{g}) d g=\delta_{J J^{\prime}, \delta_{\alpha \alpha^{\prime}} \delta_{\beta \beta^{\prime}} \equiv \delta\left(\begin{array}{lll}
J & \alpha & \beta \\
J^{\prime} & \alpha^{\prime} & \beta^{\prime}
\end{array}\right), ~\left(\begin{array}{ll} 
\\
\end{array}\right)}
$$

(* denotes complex conjugate),
where $d g$ is the Haar measure on the group.
We denote by $\left.\left.\right|_{\alpha \beta} ^{J}\right\rangle$ the function $D_{\alpha \beta}^{J}(g)$.
Then the Kronecker product basis may be written

$$
\left|\begin{array}{c}
J_{1}  \tag{6a}\\
\alpha_{1} \beta_{1}
\end{array}, \cdots, \begin{array}{c}
J_{n} \\
\alpha_{n} \beta_{n}
\end{array}\right\rangle=D_{\alpha_{1} \beta_{1}}^{J_{1}}\left(g_{1}\right) \cdots D_{\alpha_{n} \beta_{n}}^{J_{n}}\left(g_{n}\right)
$$

which transforms according to

$$
\begin{align*}
& \left|\begin{array}{cc}
J_{1} \\
\alpha_{1} \beta_{1}
\end{array}, \cdots, \begin{array}{c}
J_{n} \\
\alpha_{n} \beta_{n}
\end{array}\right\rangle \rightarrow\left|\begin{array}{c}
J_{1} \\
\alpha_{1} \beta_{1}
\end{array}, \cdots, \begin{array}{c}
J_{n} \\
\alpha_{n} \beta_{n}
\end{array}\right\rangle^{\prime} \\
& \quad=\sum_{\beta_{1}^{\prime}, \cdots, \beta_{n}^{\prime}} D_{\beta_{1} \beta_{1}}^{J_{1}}(g) \cdots D_{\beta_{n}^{\prime} \beta_{n}}^{J_{n}}(g)\left|\begin{array}{cc}
J_{1} \\
a_{1} \beta_{1}^{\prime}, \cdots, & \alpha_{n} \beta_{n}^{\prime}
\end{array}\right\rangle \tag{6b}
\end{align*}
$$

Let us compute the transition amplitude into the state

$$
\begin{align*}
& \left|\begin{array}{cccc}
\kappa & \kappa_{1} \\
a b & , & a_{1} b_{1}
\end{array}, \cdots, \begin{array}{c}
\kappa_{n} \\
a_{n} b_{n}
\end{array}\right\rangle \\
& D_{a b}^{\kappa}(\gamma) D_{a_{1} b_{1}}^{\kappa_{1}}\left(\gamma_{1}\right) \cdots D_{a_{n} b_{n}}^{\kappa_{n}}\left(\gamma_{n}\right), \tag{7a}
\end{align*}
$$

which transforms according to

$$
\begin{align*}
& \left|\begin{array}{ccc}
\kappa & \kappa_{1} \\
a b & , ~ & a_{1} b_{1}
\end{array}, \cdots, \begin{array}{c}
\kappa_{n} \\
a_{n} b_{n}
\end{array}\right\rangle^{\prime} \\
& =\sum_{b^{\prime}} D_{b^{\prime} b}^{\kappa}(g)\left|\begin{array}{cccc}
\kappa & \kappa_{1} \\
a b^{\prime}, & a_{1} b_{1},
\end{array}, \cdots, \quad \begin{array}{c}
\kappa_{n} \\
a_{n} b_{n}
\end{array}\right\rangle .  \tag{7b}\\
& \left\langle\begin{array}{ccccc}
\kappa & \kappa_{1} \\
a b & a_{1} b_{1}
\end{array}, \cdots, \begin{array}{c}
\kappa_{n} \\
J_{1} \\
J_{1} \\
\alpha_{1} \beta_{1}
\end{array}, \cdots, \begin{array}{c}
J_{n} \\
\alpha_{n} \beta_{n}
\end{array}\right\rangle \\
& =\int d \gamma d \gamma_{1} \cdots d \gamma_{n} D_{a b}^{* \kappa}(\gamma) D_{a_{1} b_{1}}^{*_{k_{1}}}\left(\gamma_{1}\right) \cdots D_{a_{n} b_{n}}^{*_{\kappa_{n}}}\left(\gamma_{n}\right) \text {; } \\
& \sum_{\beta_{1}^{\prime}, \cdots, \beta_{n}^{\prime}} D_{\alpha_{1} \beta_{1}}^{J_{n}}\left(\gamma_{1}\right) D_{\beta_{1} \beta_{1}}^{J_{1}}(\gamma) \cdots D_{\alpha_{n} \beta_{n}}^{J_{n}}\left(\gamma_{n}\right) D_{\beta_{n} \beta_{n}}^{J_{n}}(\gamma) \\
& =\int d \gamma \delta_{J_{1} \alpha_{1}}^{\kappa_{1} a_{1}} \cdots \delta_{J_{n} \alpha_{n}}^{\kappa_{n} a_{n}} D_{a b}^{* \kappa}(\gamma) D_{b_{1} \beta_{n}}^{J_{1}}(\gamma) \cdots D_{b_{n} \beta_{n}}^{J_{n}}(\gamma) . \tag{8}
\end{align*}
$$

The only nontrivial part of the calculation is the remaining integral. It depends, of course, on the structure of the group, and we do not compute it
explicitly. Note that it could, for example, be computed by using the Clebsch-Gordan coefficients to expand the product of two such $D$ functions into a single one and iterating this procedure. Since we have already accounted for all the internal parameters necessary to specify this as an $n$-particle state, this iteration procedure is independent of the order in which it is performed.
We write

$$
\left.\begin{array}{l}
\left(\begin{array}{c|ccc}
\kappa & J_{1} \\
a b & b_{1} \beta_{1}
\end{array}, \cdots,\right. \\
\\
\\
=\int d \gamma D_{n} \beta_{n}
\end{array}\right)
$$

So,

$$
\begin{align*}
& \left\langle\begin{array}{cc}
\kappa & \kappa_{1} \\
a b & a_{1} b_{1}
\end{array}, \cdots, \begin{array}{c|ccc}
\kappa_{n} & J_{1} & a_{n} b_{n} & \alpha_{1} \beta_{1}
\end{array}, \cdots, \begin{array}{c}
J_{n} \\
\alpha_{n} \beta_{n}
\end{array}\right\rangle \\
& =\delta_{J_{1}, \cdots, J_{n}}^{\kappa_{1}, \cdots, \kappa_{n}} \delta_{\alpha_{1}, \cdots, \alpha_{n}}^{a_{1}, \cdots, a_{n}}\left(\begin{array}{c|cc}
\kappa & J_{1} \\
a b & b_{1} \beta_{1}
\end{array}, \cdots, \begin{array}{c}
J_{n} \\
b_{n} \beta_{n}
\end{array}\right) . \tag{9}
\end{align*}
$$

To treat representations of the Poincaré group by this method, we must think in terms of functions on the Poincare group. The idea of using functions on the Poincaré group has been given by Lurçat. ${ }^{5}$ Nghiem Xuan Hai and Lurçat ${ }^{6}$ have defined and studied generalized functions on the Poincare group which are analogous to the $D_{a b}^{J}(g)$ for the compact Lie groups. It is not difficult to work with these functions, and we shall see, by using them, that we avoid the usual complications of $n$-particle kinematics. The calculation is heuristic.

## Define

$$
\begin{align*}
& f_{Q P r s}^{J}(a A)=e^{i Q_{\mu} a \mu} \omega \delta^{3}\left(H_{P} A^{-1} H_{Q}^{-1} m-m\right) \\
& \times D_{r s}^{J}\left(H_{Q} A H_{P}^{-1}\right), \tag{10}
\end{align*}
$$

where $H_{P}^{-1}$ is the standard boost from rest to momentum $P ; \omega \delta^{3}$ is a covariant $\delta$ function which says that $A^{-1}$ takes $Q$ into $P$. Therefore, $H_{Q} A H_{P}^{-1}$ is a rotation and $D_{r s}^{J}\left(H_{Q} A H_{P}^{-1}\right)$ is the corresponding rota.ion matrix.

Note that $f_{Q P}{ }_{r s}^{J}(a A)$ is essentially what one would expect for the matrix element of the Poincaré group between a state of momentum $P$, spin $J$, projection $s$, and a state of momentum $Q, \operatorname{spin} J$, projection $r$.

These generalized matrix elements have the easily verified property

$$
\begin{equation*}
\sum_{s^{\prime}} \int d Q^{\prime} f_{Q Q^{\prime} r s^{\prime}}^{J}(a A) f_{Q^{\prime} P s^{\prime} s}^{J}(b B)=f_{Q P r s}^{J}[(a A) \cdot(b B)], \tag{11}
\end{equation*}
$$

[^48]which is analogous to the usual matrix multiplication law. Note also that
\[

$$
\begin{equation*}
f_{M P o m}^{J}(a A) \equiv|P J m\rangle \tag{12}
\end{equation*}
$$

\]

is the usual Dirac ket of momentum $P$, spin $J$, projection $m$.

Let us now use this to compute the reduction of the $n$-fold Kronecker product of representations (which is the same thing as computing the kinematics of the relativistic $n$-particle problem).

Define

$$
\begin{align*}
\mid R_{1} T_{1 \alpha_{1} \beta_{1}}^{J_{1}}, \cdots & \left., R_{n} T_{n \alpha_{n} \beta_{n}}^{J_{n}}\right\rangle \\
& =f_{R_{1} T_{1} \alpha_{n} \beta_{n}}^{J_{n}}\left(g_{1}\right) \cdots f_{R_{n} T_{n} \alpha_{n} \beta_{n}}\left(g_{n}\right) \tag{13a}
\end{align*}
$$

where the $g_{i}$ are elements of the Poincaré group.
This transforms according to the $n$-fold Kronecker product representation. Define a state of the new basis

$$
\begin{align*}
& \left|Q P_{a b}^{\kappa}, Q_{1} P_{1 a_{1} b_{1}}^{\kappa_{1}}, \cdots, Q_{n} P_{n n_{n} b_{n}}^{\kappa_{n}}\right\rangle \\
& \quad=f_{Q P_{a b b}(\gamma) f_{Q_{1} P_{1} a_{1} b_{1}}\left(\gamma_{1}\right) \cdots f_{Q_{n} P_{n} P_{n} n_{n} b_{n}}\left(\gamma_{n}\right) .} . \tag{13b}
\end{align*}
$$

Then we have

$$
\begin{align*}
& \left\langle Q P_{a b}^{\kappa}, Q_{i} P_{i a_{i} b_{i}}^{\kappa_{i}} i=1, \cdots, n \mid R_{i} T_{i a_{i} \beta_{i}}^{J_{i}} i=1, \cdots, n\right\rangle \\
& =\sum_{\beta_{i}^{\prime}} \int\left(\Pi_{i} d\left(a_{i} A_{i}\right) d S_{i}\right) d(b B) \\
& \times e^{-i Q b} \omega \delta\left(H_{P} B^{-1} H_{Q}^{-1} m-m\right) D_{a b}^{* \kappa}\left(H_{Q} B H_{P}^{-1}\right) \\
& \prod_{i=1}^{n} e^{-i Q_{i} a_{i}} \omega_{i} \delta\left(H_{P_{i}} A_{i}^{-1} H_{Q_{i}}^{-1} m-m\right) D_{a_{i} b_{i}}^{* \kappa_{i}}\left(H_{Q_{i}} A_{i} H_{P_{i}}^{-1}\right) \\
& \prod_{i=1}^{n} e^{i R_{i} a_{i}} \omega_{i} \delta\left(H_{S_{i}} A_{i}^{-1} H_{R_{i}}^{-1} m-m\right) D_{\alpha_{i} i_{i}}^{J_{i}}\left(H_{R_{i}} A_{i} H_{S_{i}}^{-1}\right) \\
& \prod_{i=1}^{n} e^{i S_{i}{ }^{b}} \omega_{i} \delta\left(H_{T_{i}} B^{-1} H_{S_{i}}^{-1} m-m\right) D_{\beta_{i} \beta_{i}}^{J_{i}}\left(H_{S_{i}} B H_{T_{i}}^{-1}\right) \\
& =\delta\left(Q-\sum P_{i}\right) \delta\left(P-\Sigma T_{i}\right) \Pi_{i}\left[\delta\left(Q_{i}-R_{i}\right) \delta_{J_{i} i_{i}}^{\pi_{i}}\right] \\
& \int d B \omega \delta\left(H_{P} B^{-1} H_{Q}^{-1} m-m\right) D_{a b}^{\kappa}\left(H_{Q} B H_{P}^{-1}\right) \\
& \Pi_{i} \omega_{i} \delta\left(H_{T_{i}} B^{-1} H_{P_{i}}^{-1} m-m\right) \Pi_{i} D_{b_{i} B_{i}}^{J}\left(H_{P_{i}}^{\prime} B^{-1} H_{T_{i}}\right) . \tag{14}
\end{align*}
$$

We do not perform the remaining integral, which is the same integral that normally occurs in the computation of the projection of the spin content $\cap \mathrm{f}$ the $n$-particle state. Whether the integral is calculated directly or by an iteration procedure, the result is the same.

In the usual kinematics of an $n$-particle system, this reduction of the total spin content must also be performed, but it is only one of the many problems, and not at all the worst. In the method presented here, it is the only problem.

The internal parameters, those invariant under the

Kronecker product representation, are handled by this method symmetrically, and simply. In the usual iteration procedure, or its variants, ${ }^{1}$ the meaning of the internal coordinates is obfuscated, as well as complicated.

It is hoped that this method may be useful whenever Kronecker products of representations are needed. Many variations on this method, for particular purposes, are possible. For example, it may be useful to express the $S$ matrix of an $n$-particle to $m$-particle process as a function of all the $G_{i j}, i$ and $j$ running over all $n$ and $m$ incoming and outgoing indices.

In this method we have embedded a function of $G^{n}$ into the space of functions on $G_{0} \otimes G_{1}^{n}$ (where $G_{0}$ and $G_{1}$ are isomorphic to $G$ ). Together with the group of permutations, $G_{1}^{n}$ describes all the internal structure of the $n$-fold Kronecker product. We define $G_{1}^{n}$ to be the "internal group" of the system. It would be natural to study the dependence of the dynamics of inter-
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## 1. INTRODUCTION

It was suggested by Weyl ${ }^{1}$ in 1928 that an operator of quantum mechanics $A(\mathbf{q}, \mathbf{p})$ can be obtained from a classical dynamical function $\mathcal{A}_{c}(\mathbf{Q}, \mathbf{P})$ by expressing the latter as a Fourier integral

$$
\begin{aligned}
& \mathcal{A}_{c}(\mathbf{Q}, \mathbf{P})=\int \cdots \int d \mathbf{u} d \mathbf{v} \alpha(\mathbf{u}, \mathbf{v}) \\
& \times \exp [2 \pi i(\mathbf{u} \cdot \mathbf{Q}+\mathbf{v} \cdot \mathbf{P})]
\end{aligned}
$$

and then replacing in the integral the classical

[^51]Cartesian coordinate and momentum variables $\mathbf{Q}, \mathbf{P}$ by the corresponding quantum operators $\mathbf{q}, \mathbf{p}$. This socalled Weyl correspondence has generated considerable interest, ${ }^{2,3}$ particularly because of its apparently close relationship to the Wigner formalism of quantum mechanics. This formalism ${ }^{4,5}$ is similar to classical

[^52]mechanics in that expectation values of observables are computed as phase-space averages, with the Wigner function playing the role of the probability density distribution function. However, as is known, the Weyl correspondence is incorrect ${ }^{6}$; it does not produce the operators of quantum mechanics from classical functions. Quantum-mechanical expectation values cannot, in general, be calculated as phase-space averages of classical functions with the Wigner function giving the density of probability. Efforts have been made to replace the Wigner function with improved distribution functions. ${ }^{7,8}$ Instead, in this paper the Wigner function is retained, but the classical functions are replaced by special functions in the phase space; these are the Weyl transforms [defined in Eq. (2.8) below]. Weyl transforms are indeed related to quantum operators by a transformation which is the Weyl correspondence, but they do not obey the commutative algebra of classical functions. The Wigner function is the Weyl transform of the quantum-mechanical density operator. The functions of classical dynamics are obtained from the Weyl transforms in the classical limit $\hbar \rightarrow 0$. Weyl transforms of operators which are functions of the coordinates only or functions of the momenta only are the same as their classical limits.

It is the purpose of this paper to derive from quantum mechanics the transformation which expresses quantum operators in terms of their Weyl transforms and the inverse transformation giving the transforms in terms of the operators, ${ }^{9}$ and to develop the properties of the Weyl transforms. The transformation is characterized by a Hermitian operator $\Delta(\mathbf{Q}, \mathbf{K})$ (where $\mathbf{P}=2 \pi \hbar \mathbf{K}$ ). In Sec. II, the Weyl transforms and the operator $\Delta(\mathbf{Q}, \mathbf{K})$ are defined. $\Delta(\mathbf{Q}, \mathbf{K})$ is expressed in various alternative forms which lead to different expressions for the Weyl transform $A_{w}(\mathbf{Q}, \mathbf{K})$ of the quantum operator $A . A$ is Hermitian if and only if $A_{w}(\mathbf{Q}, \mathbf{K})$ is real. One form of the Weyl transformation shows that it is the Weyl transform and not the classical function which is related to the quantum operator by the "Weyl correspondence" [Eqs. (2.22), (2.23)] thereby proving the incorrectness of the original statement of the Weyl correspondence. The matrix elements of $\Delta(\mathbf{Q}, \mathbf{K})$ are obtained, leading to various expressions for the inverse transformation. It is shown that $\Delta(\mathbf{Q}, K)$ can be expressed as the difference of positive-definite

[^53]Hermitian operators; similarly, the Weyl transforms (including the Wigner function) appear as the difference of nonnegative terms. In Sec. 3, the algebraic relations for multiplication of Weyl transforms are obtained. The Weyl transform for the product of two operators $A B$ is not the same as for the product $B A$. The trace of the product $A B$ is the phase-space integral of the product of the corresponding Weyl transforms $A_{w}(\mathbf{Q}, \mathbf{K})$ and $B_{w}(\mathbf{Q}, \mathbf{K})$. In Sec. 4 the properties of the Wigner function are developed. It is the Weyl transform of the density operator. ${ }^{10}$ Its general form for a mixed quantum state is given as the difference of nonnegative terms. As an application of the Weyl transformation, the time dependence of the Wigner function is obtained from the von Neumann equation for the density operator; the result agrees with a formulation by Prigogine. ${ }^{11}$ In Sec. 5 the classical limit is considered. It is shown that in this limit the quantum operators operate in a Hilbert space spanned by orthonormal vectors $|\mathbf{Q}, \mathbf{K}\rangle$ which are simultaneous eigenkets of the commuting operators for coördinate and momentum. The Weyl transforms become classical functions obeying commutative multiplication. The Wigner function becomes nonnegative throughout the phase space, and its time dependence is governed by the classical Liouville equation. The Hilbert space formulation has been used in the solution of the Liouville equation for classical systems by Leaf and Schieve ${ }^{12}$ to discuss the approach to equilibrium.

## 2. WEYL TRANSFORMATION

Consider the Hilbert space of a quantum-mechanical system of $N$ degrees of freedom. If $\mathbf{q}=\left\{q_{1}\right.$, $\left.q_{2}, \cdots, q_{N}\right\}$ is the Cartesian coordinate operator and $\mathbf{p}=2 \pi \hbar \mathbf{k}=2 \pi \hbar\left\{k_{1}, \cdots, k_{N}\right\}$ is the conjugate momentum operator, the space is spanned by the eigenkets $|\mathbf{Q}\rangle$ of $\mathbf{q}$ or $|\mathbf{K}\rangle$ of $\mathbf{k}$. The completeness conditions are

$$
\begin{equation*}
\int d \mathbf{Q}|\mathbf{Q}\rangle\langle\mathbf{Q}|=\mathbf{1}, \quad \int d \mathbf{K}|\mathbf{K}\rangle\langle\mathbf{K}|=\mathbf{1} \tag{2.1}
\end{equation*}
$$

The scalar product $\langle\mathbf{Q} \mid \mathbf{K}\rangle$ is

$$
\begin{equation*}
\langle\mathbf{Q} \mid \mathbf{K}\rangle=\exp (2 \pi i \mathbf{Q} \cdot \mathbf{K}) \tag{2.2}
\end{equation*}
$$

The commutation relations hold that

$$
\begin{equation*}
q_{i} k_{j}-k_{j} q_{i}=(i / 2 \pi) \delta_{i j} \tag{2.3}
\end{equation*}
$$

(The notation used avoids normalization factors which depend upon $N$. Also, the element of phase

[^54]space $d \mathbf{Q} d \mathbf{K}$ is independent of the system of units.)
Consider the identity for an operator $A$ of the Hilbert space:
\[

$$
\begin{aligned}
& A=\int \cdots \int d \mathbf{Q}^{\prime} d \mathbf{Q}^{\prime \prime} d \mathbf{K}^{\prime} d \mathbf{K}^{\prime \prime}\left|\mathbf{Q}^{\prime \prime}\right\rangle\left\langle\mathbf{Q}^{\prime \prime} \mid \mathbf{K}^{\prime \prime}\right\rangle \\
& \times\left\langle\mathbf{K}^{\prime \prime}\right| A\left|\mathbf{K}^{\prime}\right\rangle\left\langle\mathbf{K}^{\prime} \mid \mathbf{Q}^{\prime}\right\rangle\left\langle\mathbf{Q}^{\prime}\right| .
\end{aligned}
$$
\]

With the transformation, whose Jacobian is unity,

$$
\begin{array}{ll}
\mathbf{Q}^{\prime \prime}=\mathbf{Q}+\frac{1}{2} \mathbf{v}, & \mathbf{Q}^{\prime}=\mathbf{Q}-\frac{1}{2} \mathbf{v} \\
\mathbf{K}^{\prime \prime}=\mathbf{K}+\frac{1}{2} \mathbf{u}, & \mathbf{K}^{\prime}=\mathbf{K}-\frac{1}{2} \mathbf{u}
\end{array}
$$

the identity becomes

$$
\begin{align*}
A=\int \cdots \int & d \mathbf{Q} d \mathbf{K} d \mathbf{u} d \mathbf{v}\left|\mathbf{Q}+\frac{1}{2} \mathbf{v}\right\rangle \\
& \times\left\langle\left.\mathbf{Q}+\frac{1}{2} \mathbf{v} \right\rvert\, \mathbf{K}+\frac{1}{2} \mathbf{u}\right\rangle\left\langle\mathbf{K}+\frac{1}{2} \mathbf{u}\right| A\left|\mathbf{K}-\frac{1}{2} \mathbf{u}\right\rangle \\
& \times\left\langle\left.\mathbf{K}-\frac{1}{2} \mathbf{u} \right\rvert\, \mathbf{Q}-\frac{1}{2} \mathbf{v}\right\rangle\left\langle\mathbf{Q}-\frac{1}{2} \mathbf{v}\right| . \tag{2.4}
\end{align*}
$$

But, according to (2.2),

$$
\begin{align*}
\left\langle\left.\mathbf{Q}+\frac{1}{2} \mathbf{v} \right\rvert\, \mathbf{K}+\frac{1}{2} \mathbf{u}\right\rangle & \left\langle\left.\mathbf{K}-\frac{1}{2} \mathbf{u} \right\rvert\, \mathbf{Q}-\frac{1}{2} \mathbf{v}\right\rangle \\
& =\exp [2 \pi i(\mathbf{u} \cdot \mathbf{Q}+\mathbf{v} \cdot \mathbf{K})] . \tag{2.5}
\end{align*}
$$

Therefore, if the operator $\Delta(\mathbf{Q}, \mathbf{K})$ is defined as

$$
\begin{equation*}
\Delta(\mathbf{Q}, \mathbf{K})=\int d \mathbf{v}\left|\mathbf{Q}+\frac{1}{2} \mathbf{v}\right\rangle\left\langle\mathbf{Q}-\frac{1}{2} \mathbf{v}\right| \exp (2 \pi i \mathbf{v} \cdot \mathbf{K}), \tag{2.6}
\end{equation*}
$$

the identity is equivalent to the transformation

$$
\begin{equation*}
A=\int \cdots \int d \mathbf{Q} d \mathbf{K} A_{w}(\mathbf{Q}, \mathbf{K}) \Delta(\mathbf{Q}, \mathbf{K}) \tag{2.7}
\end{equation*}
$$

with the inverse transformation

$$
\begin{equation*}
A_{w}(\mathbf{Q}, \mathbf{K})=\int d \mathbf{u}\left\langle\mathbf{K}+\frac{1}{2} \mathbf{u}\right| A\left|\mathbf{K}-\frac{1}{2} \mathbf{u}\right\rangle \exp (2 \pi i \mathbf{u} \cdot \mathbf{Q}) \tag{2.8}
\end{equation*}
$$

The function $A_{w}(\mathbf{Q}, \mathbf{K})$ will be called the Weyl transform of the quantum operator $A$.

The Weyl transformation is characterized by the properties of the operator $\Delta(\mathbf{Q}, \mathbf{K})$. Various alternative expressions for it can be obtained. Since

$$
\begin{equation*}
\exp (-2 \pi i \mathbf{v} \cdot \mathbf{k})|\mathbf{Q}\rangle=|\mathbf{Q}+\mathbf{v}\rangle \tag{2.9}
\end{equation*}
$$

therefore

$$
\begin{align*}
& \Delta(\mathbf{Q}, \mathbf{K})=\int d \mathbf{v e x p}[-2 \pi i \mathbf{v} \cdot(\mathbf{k}-\mathbf{K})] \\
& \quad \times\left|\mathbf{Q}-\frac{1}{2} \mathbf{v}\right\rangle\left\langle\mathbf{Q}-\frac{1}{2} \mathbf{v}\right| . \tag{2.10}
\end{align*}
$$

But the projection operator $|\mathbf{Q}\rangle\langle\mathbf{Q}|$ is the same as the $\delta$ function operator

$$
\begin{equation*}
|\mathbf{Q}\rangle\langle\mathbf{Q}|=\delta(\mathbf{q}-\mathbf{Q}) \equiv \int d \mathbf{u} \exp [2 \pi i \mathbf{u} \cdot(\mathbf{q}-\mathbf{Q})] \tag{2.11}
\end{equation*}
$$

since, for any ket $\left|\mathbf{Q}^{\prime}\right\rangle$ in the complete set of eigenkets of $\mathbf{q}$,

$$
\begin{equation*}
|\mathbf{Q}\rangle\left\langle\mathbf{Q} \mid \mathbf{Q}^{\prime}\right\rangle=\delta\left(\mathbf{Q}^{\prime}-\mathbf{Q}\right)\left|\mathbf{Q}^{\prime}\right\rangle=\delta(\mathbf{q}-\mathbf{Q})\left|\mathbf{Q}^{\prime}\right\rangle . \tag{2.12}
\end{equation*}
$$

Therefore (2.10) becomes

$$
\begin{align*}
\Delta(\mathbf{Q}, \mathbf{K})= & \int \cdots \int_{\times} d \mathbf{u} d \mathbf{v} \exp (-i \pi \mathbf{u} \cdot \mathbf{v}) \\
& \exp [2 \pi i \mathbf{v} \cdot(\mathbf{k}-\mathbf{K})] \exp [2 \pi i \mathbf{u} \cdot(\mathbf{q}-\mathbf{Q})] . \tag{2.13}
\end{align*}
$$

But for any two operators $A$ and $B$ whose commutator is a constant, ${ }^{13}$

$$
\begin{equation*}
\exp (A+B)=\exp A \cdot \exp B \cdot \exp \left[-\frac{1}{2}(A B-B A)\right] \tag{2.14}
\end{equation*}
$$

Therefore, according to (2.3),
$\Delta(\mathbf{Q}, \mathbf{K})$

$$
\begin{gather*}
=\int \cdots \int d \mathbf{u} d \mathbf{v} \exp \{2 \pi i[\mathbf{u} \cdot(\mathbf{q}-\mathbf{Q})+\mathbf{v} \cdot(\mathbf{k}-\mathbf{K})]\}  \tag{2.15}\\
=\int \cdots \int d \mathbf{u} d \mathbf{v} \exp (i \pi \mathbf{u} \cdot \mathbf{v}) \exp [2 \pi i \mathbf{u} \cdot(\mathbf{q}-\mathbf{Q})] \\
\times \exp [2 \pi i \mathbf{v} \cdot(\mathbf{k}-\mathbf{K})] . \tag{2.16}
\end{gather*}
$$

Since $\mathbf{q}$ and $\mathbf{k}$ are Hermitian, it follows from (2.15) that $\Delta(\mathbf{Q}, \mathbf{K})$ is Hermitian. From (2.7) and (2.8), the operator $A$ is Hermitian if and only if the Weyl transform $A_{w}(\mathbf{Q}, \mathbf{K})$ is real. Equations (2.13) and (2.16) can also be written

$$
\begin{align*}
\Delta(\mathbf{Q}, \mathbf{K})= & \exp [(i / 4 \pi)(\partial / \partial \mathbf{Q}) \cdot \\
& (\partial / \partial \mathbf{K})] \\
& \times \delta(\mathbf{k}-\mathbf{K}) \delta(\mathbf{q}-\mathbf{Q}) \\
= & \exp [(-i / 4 \pi)(\partial / \partial \mathbf{Q}) \cdot(\partial / \partial \mathbf{K})]  \tag{2.17}\\
& \times \delta(\mathbf{q}-\mathbf{Q}) \delta(\mathbf{k}-\mathbf{K}) .
\end{align*}
$$

Since

$$
\begin{equation*}
\exp (2 \pi i \mathbf{u} \cdot \mathbf{q})|\mathbf{K}\rangle=|\mathbf{K}+\mathbf{u}\rangle \tag{2.18}
\end{equation*}
$$

therefore, from (2.16), another form of $\Delta(\mathbf{Q}, \mathbf{K})$ can be obtained, namely,

$$
\begin{align*}
\Delta(\mathbf{Q}, \mathbf{K})= & \int d \mathbf{u} \exp [2 \pi i \mathbf{u} \cdot(\mathbf{q}-\mathbf{Q})] \\
& \times \int d \mathbf{v} \exp \left[2 \pi i \mathbf{v} \cdot\left(\mathbf{k}-\mathbf{K}+\frac{1}{2} \mathbf{u}\right)\right] \\
= & \int d \mathbf{u} \exp [2 \pi i \mathbf{u} \cdot(\mathbf{q}-\mathbf{Q})]\left|\mathbf{K}-\frac{1}{2} \mathbf{u}\right\rangle\left\langle\mathbf{K}-\frac{1}{2} \mathbf{u}\right| \\
= & \int d \mathbf{u}\left|\mathbf{K}+\frac{1}{2} \mathbf{u}\right\rangle\left\langle\mathbf{K}-\frac{1}{2} \mathbf{u}\right| \exp (-2 \pi i \mathbf{u} \cdot \mathbf{Q}) \tag{2.19}
\end{align*}
$$

Correspondingly, the Weyl transform (2.8) can be written ${ }^{9}$

$$
\begin{align*}
A_{w}(\mathbf{Q}, \mathbf{K}) & =\mathbf{P K}[A \Delta(\mathbf{Q}, \mathbf{K})] \\
& =\int d \mathbf{v}\left\langle\mathbf{Q}+\frac{1}{2} \mathbf{v}\right| A\left|\mathbf{Q}-\frac{1}{2} \mathbf{v}\right\rangle \exp (-2 \pi i \mathbf{v} \cdot \mathbf{K}) \tag{2.20}
\end{align*}
$$

[^55]The transform of any operator $A(\mathbf{q})$ which is independent of $\mathbf{k}$ is $A_{w}(\mathbf{Q}, \mathbf{K})=A(\mathbf{Q})$ according to (2.20); similarly, the transform of any operator $A(\mathbf{p})$ is $A(\mathbf{P})$, where $\mathbf{P}=2 \pi \hbar \mathbf{K}$, according to (2.8). The transform of $\Delta\left(\mathbf{Q}^{\prime}, \mathbf{K}^{\prime}\right)$ is

$$
\begin{equation*}
\Delta_{w}\left(\mathbf{Q}^{\prime} \mathbf{K}^{\prime}, \mathbf{Q K}\right)=\delta\left(\mathbf{Q}^{\prime}-\mathbf{Q}\right) \delta\left(\mathbf{K}^{\prime}-\mathbf{K}\right) . \tag{2.21}
\end{equation*}
$$

From (2.15) and (2.7),

$$
\begin{equation*}
A=\int \cdots \int d \mathbf{u} d \mathbf{v} \alpha(\mathbf{u}, \mathbf{v}) \exp [2 \pi i(\mathbf{u} \cdot \mathbf{q}+\mathbf{v} \cdot \mathbf{k})] \tag{2.22}
\end{equation*}
$$

where $\alpha(\mathbf{u}, \mathbf{v})$ is the Fourier transform of Weyl transform $A_{w}(\mathbf{Q}, \mathbf{K})$ :

$$
\begin{align*}
A_{w}(\mathbf{Q}, \mathbf{K})=\int \cdots & \int \mathbf{u} d \mathbf{v} \alpha(\mathbf{u}, \mathbf{v}) \\
& \times \exp [2 \pi i(\mathbf{u} \cdot \mathbf{Q}+\mathbf{v} \cdot \mathbf{K})] \tag{2.23}
\end{align*}
$$

Accordingly, the prescription for obtaining the quantum operator $A(\mathbf{q}, \mathbf{k})$ corresponding to a Weyl transform $A_{w}(\mathbf{Q}, \mathbf{K})$ is to replace $\mathbf{Q}, \mathbf{K}$ in the Fourier representation (2.23) of $A_{w}(\mathbf{Q}, \mathbf{K})$ by the operators $\mathbf{q}, \mathbf{k}$. This is the same prescription originally proposed by Weyl ${ }^{1}$ for obtaining a quantum operator from a function $A_{c}(\mathbf{Q}, \mathbf{K})$ of the classical Cartesian coordinates and momenta. Since the Weyl transform $A_{w}(\mathbf{Q}$, $\mathbf{K}$ ) is not, in general, the same as a classical function $A_{c}(\mathbf{Q}, \mathbf{K})$, (as will be shown in Sec. 3, they obey different algebras,) the original Weyl prescription is incorrect. ${ }^{6}$ The Weyl transform, defined in (2.8), should not be confused with the classical function; the latter is obtained (see Sec. 5) by taking the classical limit $\hbar \rightarrow 0$ of the Weyl transform.

According to (2.7), the matrix elements of $A$ are determined by those of $\Delta(\mathbf{Q}, \mathbf{K})$. From (2.17),

$$
\begin{aligned}
& \left\langle\mathbf{Q}^{\prime}\right| \Delta(\mathbf{Q}, \mathbf{K})\left|\mathbf{K}^{\prime}\right\rangle \\
& =\left\langle\mathbf{Q}^{\prime} \mid \mathbf{K}^{\prime}\right\rangle \exp [(-i / 4 \pi)(\partial / \partial \mathbf{Q}) \cdot(\partial / \partial \mathbf{K})] \\
& \quad \times \delta\left(\mathbf{Q}^{\prime}-\mathbf{Q}\right) \delta\left(\mathbf{K}^{\prime}-\mathbf{K}\right), \\
& \left\langle\mathbf{K}^{\prime}\right| \Delta(\mathbf{Q}, \mathbf{K})\left|\mathbf{Q}^{\prime}\right\rangle \quad \\
& =\left\langle\mathbf{K}^{\prime} \mid \mathbf{Q}^{\prime}\right\rangle \exp [(i / 4 \pi)(\partial / \partial \mathbf{Q}) \cdot(\partial / \partial \mathbf{K})] \\
& \quad \times \delta\left(\mathbf{Q}^{\prime}-\mathbf{Q}\right) \delta\left(\mathbf{K}^{\prime}-\mathbf{K}\right) .
\end{aligned}
$$

From (2.10) and (2.19),

$$
\begin{aligned}
& \left\langle\mathbf{Q}^{\prime \prime}\right| \Delta(\mathbf{Q}, \mathbf{K})\left|\mathbf{Q}^{\prime}\right\rangle \\
& \quad=\delta\left[\mathbf{Q}-\frac{1}{2}\left(\mathbf{Q}^{\prime}+\mathbf{Q}^{\prime}\right)\right] \exp \left[2 \pi i \mathbf{K} \cdot\left(\mathbf{Q}^{\prime \prime}-\mathbf{Q}^{\prime}\right)\right]
\end{aligned}
$$

$$
\begin{align*}
& \left\langle\mathbf{K}^{\prime \prime}\right| \Delta(\mathbf{Q}, \mathbf{K})\left|\mathbf{K}^{\prime}\right\rangle  \tag{2.25}\\
& \quad=\delta\left[\mathbf{K}-\frac{1}{2}\left(\mathbf{K}^{\prime}+\mathbf{K}^{\prime \prime}\right)\right] \exp \left[-2 \pi i \mathbf{Q} \cdot\left(\mathbf{K}^{\prime \prime}-\mathbf{K}^{\prime}\right)\right] \tag{2.26}
\end{align*}
$$

Therefore

$$
\begin{align*}
\left\langle\mathbf{Q}^{\prime}\right| \Delta(\mathbf{Q}, \mathbf{K})\left|\mathbf{Q}^{\prime}\right\rangle & =\delta\left(\mathbf{Q}-\mathbf{Q}^{\prime}\right), \\
\left\langle\mathbf{K}^{\prime}\right| \Delta(\mathbf{Q}, \mathbf{K})\left|\mathbf{K}^{\prime}\right\rangle & =\delta\left(\mathbf{K}-\mathbf{K}^{\prime}\right) . \tag{2.27}
\end{align*}
$$

Since

$$
\begin{equation*}
\operatorname{trace} \Delta(\mathbf{Q}, \mathbf{K})=1 \tag{2.28}
\end{equation*}
$$

therefore, according to (2.7),

$$
\begin{equation*}
\operatorname{trace} A=\int \cdots \int d \mathbf{Q} d \mathbf{K} A_{w}(\mathbf{Q}, \mathbf{K}) \tag{2.29}
\end{equation*}
$$

It may be noted also that

$$
\begin{equation*}
\int \cdots \int d \mathbf{Q} d \mathbf{K} \Delta(\mathbf{Q}, \mathbf{K})=\mathbf{1} \tag{2.30}
\end{equation*}
$$

From (2.24), since $\left\langle\mathbf{Q}^{\prime} \mid \mathbf{K}^{\prime}\right\rangle\left\langle\mathbf{K}^{\prime} \mid \mathbf{Q}^{\prime}\right\rangle=1$,

$$
\begin{align*}
& \delta\left(\mathbf{Q}^{\prime}-\mathbf{Q}\right) \delta\left(\mathbf{K}^{\prime}-\mathbf{K}\right) \\
&=\exp \left[(i / 4 \pi)\left(\partial / \partial \mathbf{Q}^{\prime}\right)\right.\left.\cdot\left(\partial / \partial \mathbf{K}^{\prime}\right)\right] \\
& \times\left\langle\mathbf{Q}^{\prime}\right| \Delta(\mathbf{Q}, \mathbf{K})\left|\mathbf{K}^{\prime}\right\rangle\left\langle\mathbf{K}^{\prime} \mid \mathbf{Q}^{\prime}\right\rangle, \\
&=\exp \left[(-i / 4 \pi)\left(\partial / \partial \mathbf{Q}^{\prime}\right)\right.\left.\cdot\left(\partial / \partial \mathbf{K}^{\prime}\right)\right] \\
& \times\left\langle\mathbf{Q}^{\prime} \mid \mathbf{K}^{\prime}\right\rangle\left\langle\mathbf{K}^{\prime}\right| \Delta(\mathbf{Q}, \mathbf{K})\left|\mathbf{Q}^{\prime}\right\rangle . \quad(2.31) \tag{2.31}
\end{align*}
$$

Accordingly, another form of the Weyl transform is

$$
\begin{align*}
& A_{w}(\mathbf{Q}, \mathbf{K}) \\
&=\int \cdots \int d \mathbf{Q}^{\prime} d \mathbf{K}^{\prime} A_{w}\left(\mathbf{Q}^{\prime}, \mathbf{K}^{\prime}\right) \delta\left(\mathbf{Q}-\mathbf{Q}^{\prime}\right) \delta\left(\mathbf{K}-\mathbf{K}^{\prime}\right), \\
&=\exp [(i / 4 \pi)(\partial / \partial \mathbf{Q}) \cdot(\partial / \partial \mathbf{K})]\langle\mathbf{Q}| A|\mathbf{K}\rangle(\mathbf{K}|\mathbf{Q}\rangle, \\
&=\exp [(-i / 4 \pi)(\partial / \partial \mathbf{Q}) \cdot(\partial / \partial \mathbf{K})]\langle\mathbf{Q} \mid \mathbf{K}\rangle / \mathbf{K}|A| \mathbf{Q}\rangle . \tag{2.32}
\end{align*}
$$

Moyal ${ }^{10}$ has defined phase-space eigenfunctions which are equivalent to matrix elements of $\Delta(\mathbf{Q}, \mathbf{K})$. Given an orthonormal set of eigenkets $\left|\psi_{l}\right\rangle$, these are the quantities:

$$
\begin{equation*}
f_{l, m}(\mathbf{Q}, \mathbf{K})=\left\langle\psi_{l}\right| \Delta(\mathbf{Q}, \mathbf{K})\left|\psi_{m}\right\rangle . \tag{2.33}
\end{equation*}
$$

According to (2.30) they satisfy the "self-orthogonality" relations,

$$
\begin{equation*}
\int \cdots \int d \mathbf{Q} d \mathbf{K} f_{l, m}(\mathbf{Q}, \mathbf{K})=\delta_{l, m} \tag{2.34}
\end{equation*}
$$

In addition, as shown by Moyal,

$$
\begin{equation*}
\int \cdots \int d \mathbf{Q} d \mathbf{K} f_{l, m}(\mathbf{Q}, \mathbf{K}) f_{l^{\prime}, m^{\prime}}(\mathbf{Q}, \mathbf{K})=\delta_{l, r^{\prime}} \delta_{m, m^{\prime}} \tag{2.35}
\end{equation*}
$$

The operator $\Delta(\mathbf{Q}, \mathbf{K})$ can also be exhibited as the difference of two positive definite Hermitian operators.

From Eqs. (2.6) and (2.9),

$$
\begin{aligned}
& \Delta(\mathbf{Q}, \mathbf{K}) \\
& \qquad \begin{array}{l}
=\frac{1}{2} \int d \mathbf{v}\left[\left|\mathbf{Q}+\frac{1}{2} \mathbf{v}\right\rangle\left\langle\mathbf{Q}-\frac{1}{2} \mathbf{v}\right| \exp (2 \pi i \mathbf{v} \cdot \mathbf{K})\right. \\
\left.\quad+\left|\mathbf{Q}-\frac{1}{2} \mathbf{v}\right\rangle\left\langle\mathbf{Q}+\frac{1}{2} \mathbf{v}\right| \exp (-2 \pi i \mathbf{v} \cdot \mathbf{K}]\right)
\end{array}
\end{aligned}
$$

$$
=\frac{1}{4} \int d \mathbf{v}\left\{\left[\exp (i \pi \mathbf{v} \cdot \mathbf{K})\left|\mathbf{Q}+\frac{1}{2} \mathbf{v}\right\rangle\right.\right.
$$

$$
\left.+\exp (-i \pi \mathbf{v} \cdot K)\left|\mathbf{Q}-\frac{1}{2} \mathbf{v}\right\rangle\right]
$$

$$
\times\left[\exp (i \pi \mathbf{v} \cdot \mathbf{K})\left\langle\mathbf{Q}-\frac{1}{2} \mathbf{v}\right|\right.
$$

$$
\left.+\exp (-i \pi \mathbf{v} \cdot \mathbf{K})\left\langle\mathbf{Q}+\frac{1}{2} \mathbf{v}\right|\right]
$$

$$
+\left[\exp (i \pi \mathbf{v} \cdot \mathbf{K})\left|\mathbf{Q}+\frac{1}{2} \mathbf{v}\right\rangle\right.
$$

$$
\left.-\exp (-i \pi \mathbf{v} \cdot \mathbf{K})\left|\mathbf{Q}-\frac{1}{2} \mathbf{v}\right\rangle\right]
$$

$$
\times\left[\exp (i \pi \mathbf{v} \cdot \mathbf{K})\left\langle\mathbf{Q}-\frac{1}{2} \mathbf{v}\right|\right.
$$

$$
\left.\left.-\exp (-i \pi \mathbf{v} \cdot \mathbf{K})\left\langle\mathbf{Q}+\frac{1}{2} \mathbf{v}\right|\right]\right\}
$$

$$
=\int d \mathbf{v}\{\cos [\pi \mathbf{v} \cdot(\mathbf{k}-\mathbf{K})]|\mathbf{Q}\rangle\langle\mathbf{Q}| \cos [\pi \mathbf{v} \cdot(\mathbf{k}-\mathbf{K})]
$$

$$
-\sin [\pi \mathbf{v} \cdot(\mathbf{k}-\mathbf{K})]|\mathbf{Q}\rangle(\mathbf{Q} \mid \sin [\pi \mathbf{v} \cdot(\mathbf{k}-\mathbf{K})]\}
$$

It is readily shown that
$\int d \mathbf{v} \cos [\pi \mathbf{v} \cdot(\mathbf{k}-\mathbf{K})]|\mathbf{Q}\rangle\langle\mathbf{Q}| \cos [\pi \mathbf{v} \cdot(\mathbf{k}-\mathbf{K})]$

$$
=\frac{1}{2}[\mathbf{1}+\Delta(\mathbf{Q}, \mathbf{K})],
$$

$\int d \mathbf{v} \sin [\pi \mathbf{v} \cdot(\mathbf{k}-\mathbf{K})]|\mathbf{Q}\rangle\langle\mathbf{Q}| \sin [\pi \mathbf{v} \cdot(\mathbf{k}-\mathbf{K})]$

$$
=\frac{1}{2}[\mathbf{1}-\Delta(\mathbf{Q}, \mathbf{K})],
$$

$\int d \mathbf{v} \cos [\pi \mathbf{v} \cdot(\mathbf{k}-\mathbf{K})]|\mathbf{Q}\rangle\langle\mathbf{Q}| \sin [\pi \mathbf{v} \cdot(\mathbf{k}-\mathbf{K})]=0$.
Alternatively, from Eqs. (2.18) and (2.19),

$$
\begin{align*}
\Delta(\mathbf{Q}, \mathbf{K})= & \int  \tag{2.37}\\
& d \mathbf{u}\{\cos [\pi \mathbf{u} \cdot(\mathbf{q}-\mathbf{Q})]|\mathbf{K}\rangle \mathbf{K} \mid \\
& \times \cos [\pi \mathbf{u} \cdot(\mathbf{q}-\mathbf{Q})]-\sin [\pi \mathbf{u} \cdot(\mathbf{q}-\mathbf{Q})]  \tag{2.38}\\
& \times|\mathbf{K}\rangle(\mathbf{K} \mid \sin [\pi \mathbf{u} \cdot(\mathbf{q}-\mathbf{Q})]\} .
\end{align*}
$$

Similarly, from Eqs. (2.8), (2.9), (2.18), and (2.20),

$$
\begin{align*}
& A_{w}(\mathbf{Q}, \mathbf{K}) \\
& =\int d \mathbf{v}\{\langle\mathbf{Q}| \cos [\pi \mathbf{v} \cdot(\mathbf{k}-\mathbf{K})] A \cos [\pi \mathbf{v} \cdot(\mathbf{k}-\mathbf{K})]|\mathbf{Q}\rangle \\
& \quad-\langle\mathbf{Q}| \sin [\pi \mathbf{v} \cdot(\mathbf{k}-\mathbf{K})] A \sin [\pi \mathbf{v} \cdot(\mathbf{k}-\mathbf{K})]|\mathbf{Q}\rangle\} \\
& =\int d \mathbf{u}\{\langle\mathbf{K}| \cos [\pi \mathbf{u} \cdot(\mathbf{q}-\mathbf{Q})] A \cos [\pi \mathbf{u} \cdot(\mathbf{q}-\mathbf{Q})]|\mathbf{K}\rangle \\
& \quad-\langle\mathbf{K}| \sin [\pi \mathbf{u} \cdot(\mathbf{q}-\mathbf{Q})] A \sin [\pi \mathbf{u} \cdot(\mathbf{q}-\mathbf{Q})]|\mathbf{K}\rangle\} . \tag{2.39}
\end{align*}
$$

## 3. ALGEBRAIC RELATIONSHIPS

The products of Weyl transforms can readily be obtained by the use of the relationship
$\Delta(\mathbf{Q}, \mathbf{K}) \Delta\left(\mathbf{Q}^{\prime}, \mathbf{K}^{\prime}\right)$
$=\exp \left\{(i / 4 \pi)\left[(\partial / \partial \mathbf{Q}) \cdot\left(\partial / \partial \mathbf{K}^{\prime}\right)-(\partial / \partial \mathbf{K}) \cdot\left(\partial / \partial \mathbf{Q}^{\prime}\right)\right]\right\}$ $\times \Delta(\mathbf{Q}, \mathbf{K}) \delta\left(\mathbf{Q}-\mathbf{Q}^{\prime}\right) \delta\left(\mathbf{K}-\mathbf{K}^{\prime}\right) . \quad(3.1)$
The proof of this equation follows: according to
Eq. (2.15),
$\Delta(\mathbf{Q}, \mathbf{K}) \delta\left(\mathbf{Q}-\mathbf{Q}^{\prime}\right) \delta\left(\mathbf{K}-\mathbf{K}^{\prime}\right)$
$=\int \cdots \int d \mathbf{u} d \mathbf{v} \exp [2 \pi i(\mathbf{u} \cdot \mathbf{q}+\mathbf{v} \cdot \mathbf{k})]$

$$
\begin{aligned}
& \times \exp [(-\pi i)(\mathbf{u} \cdot \mathbf{Q}+\mathbf{v} \cdot \mathbf{K})] \\
& \times \exp \left[(-\pi i)\left(\mathbf{u} \cdot \mathbf{Q}^{\prime}+\mathbf{v} \cdot \mathbf{K}^{\prime}\right)\right] \delta\left(\mathbf{Q}-\mathbf{Q}^{\prime}\right) \delta\left(\mathbf{K}-\mathbf{K}^{\prime}\right) \\
= & \int \cdots \int d \mathbf{u} d \mathbf{v} d \mathbf{u}^{\prime} d \mathbf{v}^{\prime} \exp [2 \pi i(\mathbf{u} \cdot \mathbf{q}+\mathbf{v} \cdot \mathbf{k})] \\
& \times \exp \left\{-2 \pi i\left[\mathbf{Q} \cdot\left(\mathbf{u}^{\prime}+\frac{1}{2} \mathbf{u}\right)+\mathbf{K} \cdot\left(\mathbf{v}^{\prime}+\frac{1}{2} \mathbf{v}\right)\right]\right\} \\
& \times \exp \left\{2 \pi i\left[\mathbf{Q}^{\prime} \cdot\left(\mathbf{u}^{\prime}-\frac{1}{2} \mathbf{u}\right)+\mathbf{K}^{\prime} \cdot\left(\mathbf{v}^{\prime}-\frac{1}{2} \mathbf{v} \mathbf{v}\right)\right]\right\} .
\end{aligned}
$$

The change of variables, $\mathbf{u}^{\prime \prime}=\mathbf{u}^{\prime}+\frac{1}{2} \mathbf{u}, \mathbf{u}^{\prime \prime \prime}=-\mathbf{u}^{\prime}+$ $\frac{1}{2} \mathbf{u}, \mathbf{v}^{\prime \prime}=\mathbf{v}^{\prime}+\frac{1}{2} \mathbf{v}, \mathbf{v}^{\prime \prime \prime}=-\mathbf{v}^{\prime}+\frac{1}{2} \mathbf{v}$, gives
$\Delta(\mathbf{Q}, \mathbf{K}) \delta\left(\mathbf{Q}-\mathbf{Q}^{\prime}\right) \delta\left(\mathbf{K}-\mathbf{K}^{\prime}\right)$

$$
\begin{aligned}
& =\int \cdots \int d \mathbf{u}^{\prime \prime} d \mathbf{v}^{\prime \prime} d \mathbf{u}^{\prime \prime \prime} d \mathbf{v}^{\prime \prime \prime} \\
& \times \exp \left\{2 \pi i \left[\mathbf{u}^{\prime \prime} \cdot(\mathbf{q}-\mathbf{Q})+\mathbf{v}^{\prime \prime} \cdot(\mathbf{k}-\mathbf{K})\right.\right. \\
& \left.\left.+\mathbf{u}^{\prime \prime \prime} \cdot\left(\mathbf{q}-\mathbf{Q}^{\prime}\right)+\mathbf{v}^{\prime \prime \prime} \cdot\left(\mathbf{k}-\mathbf{K}^{\prime}\right)\right]\right\},
\end{aligned}
$$

and use of (2.14) gives
$\Delta(\mathbf{Q}, \mathbf{K}) \delta\left(\mathbf{Q}-\mathbf{Q}^{\prime}\right) \delta\left(\mathbf{K}-\mathbf{K}^{\prime}\right)$
$=\int \cdots \int d \mathbf{u}^{\prime \prime} d \mathbf{v}^{\prime \prime} d \mathbf{u}^{\prime \prime \prime} d \mathbf{v}^{\prime \prime \prime} \exp \left[i \pi\left(\mathbf{u}^{\prime \prime} \cdot \mathbf{v}^{\prime \prime \prime}-\mathbf{u}^{\prime \prime \prime} \cdot \mathbf{v}^{\prime \prime}\right)\right]$
$\times \exp \left\{2 \pi i\left[\mathbf{u}^{\prime \prime} \cdot(\mathbf{q}-\mathbf{Q})+\mathbf{v}^{\prime \prime} \cdot(\mathbf{k}-\mathbf{K})\right]\right\}$
$\times \exp \left\{2 \pi i\left[\mathbf{u}^{\prime \prime \prime} \cdot\left(\mathbf{q}-\mathbf{Q}^{\prime}\right)+\mathbf{v}^{\prime \prime \prime} \cdot\left(\mathbf{k}-\mathbf{K}^{\prime}\right)\right]\right\}$
$=\exp \left\{(-i / 4 \pi)\left[(\partial / \partial \mathbf{Q}) \cdot\left(\partial / \partial \mathbf{K}^{\prime}\right)-(\partial / \partial \mathbf{K}) \cdot\left(\partial / \partial \mathbf{Q}^{\prime}\right)\right]\right\}$ $\times \Delta(\mathbf{Q}, \mathbf{K}) \Delta\left(\mathbf{Q}^{\prime}, \mathbf{K}^{\prime}\right)$.
With the use of Eq. (3.1), the product of two quantum operators becomes
$A B=\int \cdots \int d \mathbf{Q} d \mathbf{K} d \mathbf{Q}^{\prime} d \mathbf{K}^{\prime} A_{w}(\mathbf{Q}, \mathbf{K}) \boldsymbol{B}_{w}\left(\mathbf{Q}^{\prime}, \mathbf{K}^{\prime}\right)$
$\times \Delta(\mathbf{Q K}) \Delta\left(\mathbf{Q}^{\prime}, \mathbf{K}^{\prime}\right)$
$=\int_{\times \exp } \cdots \int_{\left\{(i / 4 \pi)\left[(\partial / \partial \mathbf{Q}) \cdot\left(\partial / \partial \mathbf{K}^{\prime}\right)\right.\right.} d \mathbf{K} d \mathbf{Q}^{\prime} d \mathbf{K}^{\prime} A_{w}(\mathbf{Q}, \mathbf{K}) \boldsymbol{B}_{w}\left(\mathbf{Q}^{\prime}, \mathbf{K}^{\prime}\right)$
$\left.\left.-(\partial / \partial \mathbf{K}) \cdot\left(\partial / \partial \mathbf{Q}^{\prime}\right)\right]\right\}$
$\times \Delta(\mathbf{Q}, \mathbf{K}) \delta\left(\mathbf{Q}-\mathbf{Q}^{\prime}\right) \delta\left(\mathbf{K}-\mathbf{K}^{\prime}\right)$
$=\int \cdots \int d \mathbf{Q} d \mathbf{K} d \mathbf{Q}^{\prime} d \mathbf{K}^{\prime}$
$\times \Delta(\mathbf{Q}, \mathbf{K}) \delta\left(\mathbf{Q}-\mathbf{Q}^{\prime}\right) \delta\left(\mathbf{K}-\mathbf{K}^{\prime}\right)$
$\times \exp \left\{(i / 4 \pi)\left[(\partial / \partial \mathbf{Q}) \cdot\left(\partial / \partial \mathbf{K}^{\prime}\right)\right.\right.$
$\left.\left.-(\partial / \partial \mathbf{K}) \cdot\left(\partial / \partial \mathbf{Q}^{\prime}\right)\right]\right\} A_{w}(\mathbf{Q}, \mathbf{K}) B_{w}\left(\mathbf{Q}^{\prime}, \mathbf{K}^{\prime}\right)$,

$$
\begin{align*}
A B= & \int \cdots \int d \mathbf{Q} d \mathbf{K} d \mathbf{Q}^{\prime} d \mathbf{K}^{\prime} \Delta(\mathbf{Q}, \mathbf{K}) \\
& \times \delta\left(\mathbf{Q}-\mathbf{Q}^{\prime}\right) \delta\left(\mathbf{K}-\mathbf{K}^{\prime}\right) \cdot A_{w}\left[\mathbf{Q}+(i / 4 \pi)\left(\partial / \partial \mathbf{K}^{\prime}\right)\right. \\
& \left.\mathbf{K}-(i / 4 \pi)\left(\partial / \partial \mathbf{Q}^{\prime}\right)\right] B_{w}\left(\mathbf{Q}^{\prime}, \mathbf{K}^{\prime}\right) . \tag{3.3}
\end{align*}
$$

But since the Weyl transform of $A B$ is $(A B)_{w}(\mathbf{Q}, \mathbf{K})$, Eq. (3.2) gives
$(A B)_{w}(\mathbf{Q}, \mathbf{K})=\int \cdots \int d \mathbf{Q}^{\prime} d \mathbf{K}^{\prime} \delta\left(\mathbf{Q}-\mathbf{Q}^{\prime}\right) \delta\left(\mathbf{K}-\mathbf{K}^{\prime}\right)$
$\times \exp \left\{(i / 4 \pi)\left[(\partial / \partial \mathbf{Q}) \cdot\left(\partial / \partial \mathbf{K}^{\prime}\right)-(\partial / \partial \mathbf{K}) \cdot\left(\partial / \partial \mathbf{Q}^{\prime}\right)\right]\right\}$

$$
\begin{equation*}
\times A_{w}(\mathbf{Q}, \mathbf{K}) B_{w}\left(\mathbf{Q}^{\prime}, \mathbf{K}^{\prime}\right) \tag{3.4}
\end{equation*}
$$

If $A_{w}(\mathbf{Q}, \mathbf{K})$ and $B_{w}(\mathbf{Q}, \mathbf{K})$ are real, then $(A B)_{w}(\mathbf{Q}, \mathbf{K})$ is not real. Furthermore, the Weyl transform $(A B)_{w}(\mathbf{Q}, \mathbf{K})$ is not the same as $(B A)_{w}(\mathbf{Q}, \mathbf{K})$. From Eq. (3.2),
$\frac{1}{2}(A B+B A)$
$=\int \cdots \int d \mathbf{Q} d \mathbf{K} d \mathbf{Q}^{\prime} d \mathbf{K}^{\prime} \Delta(\mathbf{Q}, \mathbf{K}) \delta\left(\mathbf{Q}-\mathbf{Q}^{\prime}\right) \delta\left(\mathbf{K}-\mathbf{K}^{\prime}\right)$ $\times \cos \left\{(4 \pi)^{-1}\left[(\partial / \partial \mathbf{Q}) \cdot\left(\partial / \partial \mathbf{K}^{\prime}\right)-(\partial / \partial \mathbf{K}) \cdot\left(\partial / \partial \mathbf{Q}^{\prime}\right)\right]\right\}$

$$
\begin{equation*}
\times A_{w}(\mathbf{Q}, \mathbf{K}) B_{w}\left(\mathbf{Q}^{\prime}, \mathbf{K}^{\prime}\right) \tag{3.5}
\end{equation*}
$$

$A B-B A$
$=\int \cdots \int d \mathbf{Q} d \mathbf{K} d \mathbf{Q}^{\prime} d \mathbf{K}^{\prime} \Delta(\mathbf{Q}, \mathbf{K}) \delta\left(\mathbf{Q}-\mathbf{Q}^{\prime}\right) \delta\left(\mathbf{K}-\mathbf{K}^{\prime}\right)$
$\times 2 i \sin \left\{(4 \pi)^{-1}\left[(\partial / \partial \mathbf{Q}) \cdot\left(\partial / \partial \mathbf{K}^{\prime}\right)-(\partial / \partial \mathbf{K}) \cdot\left(\partial / \partial \mathbf{Q}^{\prime}\right)\right\}\right.$
$\times A_{w}(\mathbf{Q}, \mathbf{K}) B_{w}\left(\mathbf{Q}^{\prime}, \mathbf{K}^{\prime}\right)$.
According to Eqs. (3.1) and (2.28), trace $\Delta(\mathbf{Q}, \mathbf{K}) \Delta\left(\mathbf{Q}^{\prime}, \mathbf{K}^{\prime}\right)=\delta\left(\mathbf{Q}-\mathbf{Q}^{\prime}\right) \delta\left(\mathbf{K}-\mathbf{K}^{\prime}\right)$.

Therefore,

$$
\begin{equation*}
\operatorname{trace} A B=\int \cdots \int d \mathbf{Q} d \mathbf{K} A_{w}(\mathbf{Q}, \mathbf{K}) B_{w}(\mathbf{Q}, \mathbf{K}) \tag{3.8}
\end{equation*}
$$

The algebraic relationships derived in this section differ from, but are similar to, those in the literature which are based upon the incorrect Weyl correspondence. [See, for example, Ref. 2.]

## 4. WIGNER DENSITY FUNCTION

The state of a system in quantum mechanics is given by its density operator $\rho . \rho$ is a positive definite Hermitian operator which has the general form

$$
\begin{gather*}
\rho=\sum_{m}\left|\psi_{m}\right\rangle w_{m}\left\langle\psi_{m}\right|, \quad 0 \leq w_{m} \leq 1, \quad \sum_{m} w_{m}=1  \tag{4.1}\\
\text { trace } \rho=1 \tag{4.2}
\end{gather*}
$$

In the representation of wave mechanics, the Weyl transform of $\rho$ given by (4.1) and (2.20) is $\rho_{w}(\mathbf{Q}, \mathbf{K})$

$$
\begin{equation*}
=\sum_{m} w_{m} \int d \mathbf{v} \psi_{m}^{*}\left(\mathbf{Q}+\frac{1}{2} \mathbf{v}\right) \psi_{m}\left(\mathbf{Q}-\frac{1}{2} \mathbf{v}\right) \exp (2 \pi i \mathbf{K} \cdot \mathbf{v}) \tag{4.3}
\end{equation*}
$$

the form originally used by Wigner. ${ }^{4}$ The expectation value of an observable $A$ for a quantum system in state $\rho$ is, according to Eqs. (3.8), (2.29), and (4.2),

$$
\begin{equation*}
\langle A\rangle=\operatorname{trace} \rho A=\int \cdots \int d \mathbf{Q} d \mathbf{K} \rho_{w}(\mathbf{Q}, \mathbf{K}) A_{w}(\mathbf{Q}, \mathbf{K}) \tag{4.4}
\end{equation*}
$$

with

$$
\begin{equation*}
\int \cdots \int d \mathbf{Q} d \mathbf{K} \rho_{w}(\mathbf{Q}, \mathbf{K})=1 \tag{4.5}
\end{equation*}
$$

The Wigner function $\rho_{w}(\mathbf{Q}, \mathbf{K})$ can be considered to be a probability density in a phase space whose representative point has coordinates ( $\mathbf{Q}, \mathbf{K}$ ). It is not, however, nonnegative at every point in the phase space, as is required of a probability density.

According to Eq. (2.7) every quantum state is specified by a density operator

$$
\begin{equation*}
\rho=\int \cdots \int d \mathbf{Q} d \mathbf{K} \rho_{w}(\mathbf{Q}, \mathbf{K}) \Delta(\mathbf{Q}, \mathbf{K}) \tag{4.6}
\end{equation*}
$$

Classically, a state of a system can be specified by a probability density

$$
\begin{align*}
\rho_{c}(\mathbf{Q}, \mathbf{P}) & =(2 \pi \hbar)^{N} \delta\left(\mathbf{Q}-\mathbf{Q}_{0}\right) \delta\left(\mathbf{P}-\mathbf{P}_{\mathbf{0}}\right) \\
& =\delta\left(\mathbf{Q}-\mathbf{Q}_{0}\right) \delta\left(\mathbf{K}-\mathbf{K}_{\mathbf{0}}\right) \tag{4.7}
\end{align*}
$$

Therefore, it might be suggested that a quantum state could be specified by a density operator $\rho=\Delta\left(\mathbf{Q}_{0}, \mathbf{K}_{0}\right)$ whose Wigner function, according to Eq. (2.21), is $\delta\left(\mathbf{Q}-\mathbf{Q}_{0}\right) \delta\left(\mathbf{K}-\mathbf{K}_{0}\right)$. But such a quantum state does not exist; $\Delta\left(\mathbf{Q}_{0}, K_{0}\right)$ does not meet the requirement of being a positive definite operator. ${ }^{4}$ In fact, in Eqs. (2.36) and (2.38), $\Delta(\mathbf{Q}, \mathbf{K})$ is exhibited as the difference of two positive-definite operators. Since $\rho$ must be positive definite while $\Delta(\mathbf{Q}, \mathbf{K})$ is not, therefore, in (4.6), the Wigner function $\rho_{w}(\mathbf{Q}, \mathbf{K})$ cannot be nonnegative; it must be negative at the points where $\Delta(\mathbf{Q}, \mathbf{K})$ is negative. There can be no Wigner function equal to $\delta\left(\mathbf{Q}-\mathbf{Q}_{0}\right) \delta\left(\mathbf{K}-\mathbf{K}_{0}\right)$; it is easy to show that for such a Wigner function the uncertainty relation of Heisenberg would not hold. The general form of the Wigner function for the state (4.1) is given by (2.39) as

$$
\begin{align*}
& \rho_{w}(\mathbf{Q}, \mathbf{K}) \\
& =\sum_{m} w_{m} \int d \mathbf{v}\langle\mathbf{Q}| \cos \pi \mathbf{v} \cdot(\mathbf{k}-\mathbf{K})\left|\psi_{m}\right\rangle \\
& \quad \times\left\langle\psi_{m}\right| \cos \pi \mathbf{v} \cdot(\mathbf{k}-\mathbf{K})|\mathbf{Q}\rangle-\sum_{m} w_{m} \int d \mathbf{v}\langle\mathbf{Q}| \sin \pi \mathbf{v} \\
& \quad \times(\mathbf{k}-\mathbf{K})\left|\psi_{m}\right\rangle\left\langle\psi_{m}\right| \sin \pi \mathbf{v} \cdot(\mathbf{k}-\mathbf{K})|\mathbf{Q}\rangle \tag{4.8}
\end{align*}
$$

which displays $\rho_{w}(\mathbf{Q}, \mathbf{K})$ as the difference of nonnegative terms. The fact that no Wigner function $\rho_{w}(\mathbf{Q}, \mathbf{K})$ can be nonnegative throughout the phasespace while all classical distribution functions $\rho_{c}(\mathbf{Q}, \mathbf{P})$
must be nonnegative [an example appears in (4.7)] illustrates clearly that the transform $A_{w}(\mathbf{Q}, \mathbf{K})$ of a quantum operator must not be confused with the corresponding classical function $A_{c}(\mathbf{Q}, \mathbf{K}) ; A_{c}(\mathbf{Q}, \mathbf{K})$ results from $A_{w}(\mathbf{Q}, \mathbf{K})$ only in the limit $\hbar \rightarrow 0$.

A good application of the transform (2.7) is to obtain the time dependence of the Wigner function from that of the density operator $\rho(t)$. In the Schrödinger picture $\rho(t)$ is a solution of the von Neumann equation ( $H$ is the Hamiltonian operator)

$$
\begin{equation*}
-i \hbar \partial \rho / \partial t=\rho H-H \rho . \tag{4.9}
\end{equation*}
$$

According to Eqs. (2.7) and (3.6),
$\partial \rho_{w}(t, \mathbf{Q}, \mathbf{K}) / \partial t$
$=\int \cdots \int d \mathbf{Q}^{\prime} d \mathbf{K}^{\prime} \delta\left(\mathbf{Q}-\mathbf{Q}^{\prime}\right) \delta\left(\mathbf{K}-\mathbf{K}^{\prime}\right) \cdot(2 / \hbar)$
$\times \sin \left\{(4 \pi)^{-1}\left[\left(\partial / \partial \mathbf{Q}^{\prime}\right) \cdot(\partial / \partial \mathbf{K})-\left(\partial / \partial \mathbf{K}^{\prime}\right) \cdot(\partial / \partial \mathbf{Q})\right]\right\}$
$\times H_{w}\left(\mathbf{Q}^{\prime}, \mathbf{K}^{\prime}\right) \rho_{w}(\mathbf{t}, \mathbf{Q}, \mathbf{K})$
$=\int \cdots \int d \mathbf{Q}^{\prime} d \mathbf{K}^{\prime} \delta\left(\mathbf{Q}-\mathbf{Q}^{\prime}\right) \delta\left(\mathbf{K}-\mathbf{K}^{\prime}\right) \cdot(-i / \hbar)$
$\times\left\{H_{w}\left[\mathbf{Q}^{\prime}+(i / 4 \pi)(\partial / \partial \mathbf{K}), \mathbf{K}^{\prime}-(i / 4 \pi)(\partial / \partial \mathbf{Q})\right]\right.$
$\left.-H_{w}\left[\mathbf{Q}^{\prime}-(i / 4 \pi)(\partial / \partial \mathbf{K}), \mathbf{K}^{\prime}+(i / 4 \pi)(\partial / \partial \mathbf{Q})\right]\right\}$
$\times \rho_{w}(t, \mathbf{Q}, \mathbf{K})$.
It should be emphasized that this is an exact quantummechanical equation. With the Weyl transform $\rho_{w}(t, \mathbf{Q}, \mathbf{K})$ and $H_{w}(\mathbf{Q}, \mathbf{K})$ in the form given by (2.8), Eq. (4.11) becomes

$$
\begin{align*}
& \partial\left\langle\mathbf{K}+\frac{1}{2} \mathbf{u}\right| \rho\left|\mathbf{K}-\frac{1}{2} \mathbf{u}\right\rangle / \partial t \\
&=-(i / \hbar) \int d \mathbf{u}^{\prime}\left\langle\mathbf{K}+\frac{1}{2} \mathbf{u}^{\prime}\right| H\left|\mathbf{K}-\frac{1}{2} \mathbf{u}^{\prime}\right\rangle \\
& \times\left[\exp \left(-\frac{1}{2} \mathbf{u}^{\prime} \cdot \partial / \partial \mathbf{K}\right)-\exp \left(\frac{1}{2} \mathbf{u}^{\prime} \cdot \partial / \partial \mathbf{K}\right)\right] \\
& \times\left\langle\mathbf{K}+\frac{1}{2}\left(\mathbf{u}-\mathbf{u}^{\prime}\right)\right| \rho\left|\mathbf{K}-\frac{1}{2}\left(\mathbf{u}-\mathbf{u}^{\prime}\right)\right\rangle, \tag{4.12}
\end{align*}
$$

in agreement with the formulation of Prigogine (Ref. 11).

## 5. CLASSICAL LIMIT

The classical limit results from the quantum formalism by letting $\hbar \rightarrow 0$, keeping $\mathbf{p}=2 \pi \hbar \mathbf{k}$ and $\mathbf{P}=2 \pi \hbar \mathbf{K}$ unchanged. Accordingly, the formalism must be expressed in terms of $\mathbf{p}$ and $\mathbf{P}$ in place of $\mathbf{k}$ and $\mathbf{K}$ before the limit $\hbar \rightarrow 0$ is applied.

Since $|\mathbf{K}\rangle=(2 \pi \hbar)^{\frac{1}{2} N}|\mathbf{P}\rangle$ for a system with $N$ degrees of freedom, therefore (2.32) gives, in the classical limit,

$$
\begin{align*}
A_{w}(\mathbf{Q}, \mathbf{K})= & (2 \pi \hbar)^{. v} \exp \left[\left(\frac{1}{2} i \hbar\right)(\partial / \partial \mathbf{Q}) \cdot(\partial / \partial \mathbf{P})\right] \\
& \times\langle\mathbf{Q}| A|\mathbf{P}\rangle\langle\mathbf{P} \mid \mathbf{Q}\rangle \\
\rightarrow & (2 \pi \hbar)^{N}\langle\mathbf{Q}| A|\mathbf{P}\rangle \mathbf{P}|\mathbf{Q}\rangle \\
= & \operatorname{trace}|\mathbf{K}\rangle\langle\mathbf{K} \mid \mathbf{Q}\rangle \mathbf{Q} \mid A, \tag{5.1}
\end{align*}
$$

and also

$$
\begin{align*}
A_{w}(\mathbf{Q}, \mathbf{K}) & \rightarrow(2 \pi \hbar)^{N}\langle\mathbf{Q} \mid \mathbf{P}\rangle\langle\mathbf{P}| A|\mathbf{Q}\rangle \\
& =\operatorname{trace}|\mathbf{Q}\rangle \mathbf{Q}|\mathbf{K}\rangle\langle\mathbf{K}| A . \tag{5.2}
\end{align*}
$$

Similarly, (2.17) gives

$$
\begin{align*}
\Delta(\mathbf{Q}, \mathbf{K}) & =(2 \pi \hbar)^{V} \exp \left[\left(\frac{1}{2} i \hbar\right)(\partial / \partial \mathbf{Q}) \cdot(\partial / \partial \mathbf{P})\right] \\
& \times \delta(\mathbf{p}-\mathbf{P}) \delta(\mathbf{q}-\mathbf{Q}) \\
& \rightarrow \delta(\mathbf{k}-\mathbf{K}) \delta(\mathbf{q}-\mathbf{Q}) \\
& =\delta(\mathbf{q}-\mathbf{Q}) \delta(\mathbf{k}-\mathbf{K}) . \tag{5.3}
\end{align*}
$$

These results are in accord with the fact that $q$ and $\mathbf{p}$ (or $\mathbf{k}$ ) commute in the classical limit, since, according to Eq. (2.3),

$$
q_{i} p_{j}-p_{j} q_{i}=i \hbar \delta_{i j} \rightarrow 0 .
$$

Since the order of the commuting operators is immaterial, the classical limit in Eq. (5.3) can be written [see Eq. (2.11)] as

$$
\begin{align*}
& \Delta(\mathbf{Q}, \mathbf{K}) \rightarrow|\mathbf{K}\rangle\langle\mathbf{K} \mid \mathbf{Q}\rangle\langle\mathbf{Q}| \\
&=|\mathbf{Q}\rangle\langle\mathbf{Q} \mid \mathbf{K}\rangle\langle\mathbf{K}| \equiv|\mathbf{Q}, \mathbf{K}\rangle\langle\mathbf{Q}, \mathbf{K}| . \tag{5.4}
\end{align*}
$$

Similarly, the classical limit in Eqs. (5.1) and (5.2) can be written as

$$
\begin{align*}
A_{w}(\mathbf{Q}, \mathbf{K}) \rightarrow \operatorname{trace} \mid \mathbf{Q} & \mathbf{K}\rangle\langle\mathbf{Q}, \mathbf{K}| A \\
& \equiv A_{c}(\mathbf{Q}, \mathbf{K})=\mathcal{A}_{c}(\mathbf{Q}, \mathbf{P}) . \tag{5.5}
\end{align*}
$$

In the classical limit $A$ becomes an operator in a Hilbert space of vectors $\{\mathbf{Q}, \mathbf{K}\rangle$ which are simultaneous eigenkets of the commuting operators $\mathbf{q}, \mathbf{k}$. According to Eqs. (5.4) and (2.30),

$$
\begin{equation*}
\int \cdots \int d \mathbf{Q} d \mathbf{K}|\mathbf{Q}, \mathbf{K}\rangle\langle\mathbf{Q}, \mathbf{K}|=\mathbf{1} \tag{5.6}
\end{equation*}
$$

so that these eigenkets are complete in the space. Also, Eq. (5.6) implies the normalization condition

$$
\begin{equation*}
\left\langle\mathbf{Q}^{\prime}, \mathbf{K}^{\prime} \mid \mathbf{Q}, \mathbf{K}\right\rangle=\delta\left(\mathbf{Q}-\mathbf{Q}^{\prime}\right) \delta\left(\mathbf{K}-\mathbf{K}^{\prime}\right) \tag{5.7}
\end{equation*}
$$

Now, $|\mathbf{Q}, \mathbf{K}\rangle$ is an eigenfunction of $A$ belonging to eigenvalue $A_{c}(\mathbf{Q}, \mathbf{K})$ :

$$
\begin{equation*}
A|\mathbf{Q}, \mathbf{K}\rangle=A_{\mathbf{c}}(\mathbf{Q}, \mathbf{K})|\mathbf{Q}, \mathbf{K}\rangle \tag{5.8}
\end{equation*}
$$

Accordingly,

$$
\begin{equation*}
\langle\mathbf{Q}, \mathbf{K}| A\left|\mathbf{Q}^{\prime}, \mathbf{K}^{\prime}\right\rangle=A_{c}(\mathbf{Q}, \mathbf{K}) \delta\left(\mathbf{Q}^{\prime}-\mathbf{Q}\right) \delta\left(\mathbf{K}^{\prime}-\mathbf{K}\right) \tag{5.9}
\end{equation*}
$$

so that, in agreement with Eq. (5.5)

$$
\begin{align*}
A_{c}(\mathbf{Q}, \mathbf{K}) & \equiv \operatorname{trace}|\mathbf{Q}, \mathbf{K}\rangle\langle\mathbf{Q}, \mathbf{K}| A \\
& =\int \cdots \int d \mathbf{Q}^{\prime} d \mathbf{K}^{\prime}\langle\mathbf{Q}, \mathbf{K}| A\left|\mathbf{Q}^{\prime}, \mathbf{K}^{\prime}\right\rangle . \tag{5.10}
\end{align*}
$$

Because of the singularity of the diagonal matrix elements in Eq. (5.9) the integration over ( $\mathbf{Q}^{\prime}, \mathbf{K}^{\prime}$ ) in

Eq. (5.10) need include only the "diagonal" point $\left(\mathbf{Q}^{\prime}, \mathbf{K}^{\prime}\right)=(\mathbf{Q}, \mathbf{K})$.
From Eq. (5.9) and the identity

$$
A=\int \cdots \int d \mathbf{Q} d \mathbf{K} d \mathbf{Q}^{\prime} d \mathbf{K}^{\prime}
$$

$$
\begin{equation*}
\times\left|\mathbf{Q}^{\prime}, \mathbf{K}^{\prime}\right\rangle\left\langle\mathbf{Q}^{\prime}, \mathbf{K}^{\prime}\right| A|\mathbf{Q}, \mathbf{K}\rangle\langle\mathbf{Q}, \mathbf{K}| . \tag{5.11}
\end{equation*}
$$

it follows that

$$
\begin{equation*}
A=\int \cdots \int d \mathbf{Q} d \mathbf{K} A_{c}(\mathbf{Q}, \mathbf{K})|\mathbf{Q}, \mathbf{K}\rangle\langle\mathbf{Q}, \mathbf{K}| \tag{5.12}
\end{equation*}
$$

which is the classical limit of the transformation (2.7) according to (5.4) and (5.5).
In the classical limit the algebraic relation (3.4) becomes

$$
\begin{equation*}
(A B)_{c}(\mathbf{Q}, \mathbf{K})=A_{c}(\mathbf{Q}, \mathbf{K}) B_{c}(\mathbf{Q}, \mathbf{K})=(B A)_{c}(\mathbf{Q}, \mathbf{K}), \tag{5.13}
\end{equation*}
$$

showing that the classical functions obey commutative multiplication. Since, for a system of $N$ degrees of freedom,

$$
|\mathbf{Q}, \mathbf{P}\rangle=(2 \pi \hbar)^{-\frac{1}{2} N}|\mathbf{Q}, \mathbf{K}\rangle .
$$

from Eqs. (3.5), (5.4), and (5.5), to lowest order in $\hbar$,

$$
\begin{align*}
\frac{1}{2}(A B & +B A) \\
& \rightarrow \int \cdots \int d \mathbf{Q} d \mathbf{P}|\mathbf{Q}, \mathbf{P}\rangle \mathbf{Q}, \mathbf{P} \mid A_{c}(\mathbf{Q}, \mathbf{P}) \mathfrak{B}_{c}(\mathbf{Q}, \mathbf{P}) \\
& =\int \cdots \int d \mathbf{Q} d \mathbf{K}|\mathbf{Q}, \mathbf{K}\rangle \mathbf{Q}, \mathbf{K} \mid A_{c}(\mathbf{Q}, \mathbf{K}) B_{c}(\mathbf{Q}, \mathbf{K}) \tag{5.14}
\end{align*}
$$

and, from Eq. (3.6),

Equations (5.14) and (5.15) express the well-known correspondence rules:
(a) The product $\mathcal{A}_{c}(\mathbf{Q}, \mathbf{P}) \mathcal{B}_{c}(\mathbf{Q}, \mathbf{P})$ corresponds in the classical limit to the symmetrized quantum operator $\frac{1}{2}(A B+B A)$.
(b) The Poisson bracket $\left(\partial \mathfrak{t}_{c} / \partial \mathbf{Q}\right) \cdot\left(\partial \mathscr{B}_{c} / \partial \mathbf{P}\right)-$ $\left(\partial \mathcal{A}_{c} / \partial \mathbf{P}\right) \cdot\left(\partial \Re_{c} / \partial \mathbf{Q}\right)$ corresponds in the classical limit to the commutator $(A B-B A) / i \hbar$.

$$
\begin{align*}
& A B-B A \rightarrow \int \cdots \int d \mathbf{Q} d \mathbf{P} d \mathbf{Q}^{\prime} d \mathbf{P}^{\prime}|\mathbf{Q}, \mathbf{P}\rangle\langle\mathbf{Q}, \mathbf{P}| \\
& \times \delta\left(\mathbf{Q}-\mathbf{Q}^{\prime}\right) \delta\left(\mathbf{P}-\mathbf{P}^{\prime}\right) \cdot i \hbar \\
& \times\left[(\partial / \partial \mathbf{Q}) \cdot\left(\partial / \partial \mathbf{P}^{\prime}\right)-(\partial / \partial \mathbf{P}) \cdot\left(\partial / \partial \mathbf{Q}^{\prime}\right)\right] \\
& \times \mathcal{A}_{c}(\mathbf{Q}, \mathbf{P}) \mathfrak{B}_{c}\left(\mathbf{Q}^{\prime}, \mathbf{P}^{\prime}\right) \\
& =\int \cdots \int d \mathbf{Q} d \mathbf{P}|\mathbf{Q}, \mathbf{P}\rangle\langle\mathbf{Q}, \mathbf{P}| \\
& \times i \hbar\left[\left(\partial \mathcal{A}_{c} / \partial \mathbf{Q}\right) \cdot\left(\partial \Re_{c} / \partial \mathbf{P}\right)-\left(\partial \mathcal{A}_{c} / \partial \mathbf{P}\right) \cdot\left(\partial \mathscr{B}_{c} / \partial \mathbf{Q}\right)\right] \\
& =i \int \cdots \int d \mathbf{Q} d \mathbf{K}|\mathbf{Q}, \mathbf{K}\rangle\langle\mathbf{Q}, \mathbf{K}| \\
& \times\left[\left(\partial A_{c} / \partial \mathbf{Q}\right) \cdot\left(\partial B_{c} / \partial \mathbf{K}\right)-\left(\partial A_{c} / \partial \mathbf{K}\right) \cdot\left(\partial B_{c} / \partial \mathbf{Q}\right)\right] . \tag{5.15}
\end{align*}
$$

From Eq. (4.10), the classical limit of the equation for the time dependence of the Wigner function is the classical Liouville equation,

$$
\begin{align*}
& \partial F_{c}(t, \mathbf{Q}, \mathbf{P}) / \partial t \\
& =\left[\partial \mathscr{H}_{c}(\mathbf{Q}, \mathbf{P}) / \partial \mathbf{Q}\right] \cdot\left[\partial F_{c}(t, \mathbf{Q}, \mathbf{P}) / \partial \mathbf{P}\right] \\
& \quad-\left[\partial \mathscr{H}_{c}(\mathbf{Q}, \mathbf{P}) / \partial \mathbf{P}\right] \cdot\left[\partial F_{c}(t, \mathbf{Q}, \mathbf{P}) / \partial \mathbf{Q}\right], \tag{5.16}
\end{align*}
$$

where

$$
F_{c}(t, \mathbf{Q}, \mathbf{P})=\rho_{c}(t, \mathbf{Q}, \mathbf{K}), \quad \mathscr{H}_{c}(\mathbf{Q}, \mathbf{P})=H_{c}(\mathbf{Q}, \mathbf{K})
$$

From Eq. (3.8),
$\operatorname{trace} A B \rightarrow(2 \pi \hbar)^{-N} \int \cdots \int d \mathbf{Q} d \mathbf{P} \mathcal{A}_{c}(\mathbf{Q}, \mathbf{P}) \mathfrak{B}_{c}(\mathbf{Q}, \mathbf{P})$

$$
\begin{equation*}
=\int \cdots \int d \mathbf{Q} d \mathbf{K} \boldsymbol{A}_{\mathrm{c}}(\mathbf{Q}, \mathbf{K}) B_{c}(\mathbf{Q}, \mathbf{K}) \tag{5.17}
\end{equation*}
$$

so that the expectation of $A$ in the state described by density operator $\rho$ becomes

$$
\begin{align*}
\langle\boldsymbol{A}\rangle & \rightarrow(2 \pi \hbar)^{-N} \int \cdots \int d \mathbf{Q} d \mathbf{P} F_{c}(t, \mathbf{Q}, \mathbf{P}) \mathcal{A}_{c}(\mathbf{Q}, \mathbf{P}) \\
& =\int \cdots \int d \mathbf{Q} d \mathbf{K} \rho_{c}(t, \mathbf{Q}, \mathbf{K}) A_{c}(\mathbf{Q}, \mathbf{K}) . \tag{5.18}
\end{align*}
$$

A general classical state is given by

$$
\begin{equation*}
|\psi(t)\rangle=\int \cdots \int d \mathbf{Q} d \mathbf{K}|\mathbf{Q}, \mathbf{K}\rangle\langle\mathbf{Q}, \mathbf{K} \mid \psi(t)\rangle \tag{5.19}
\end{equation*}
$$

so that in the classical limit the density operator of Eq. (4.1) becomes

$$
\begin{align*}
& \rho(t) \rightarrow \sum_{m} w_{m} \int \cdots \int d \mathbf{Q} d \mathbf{K} d \mathbf{Q}^{\prime} d \mathbf{K}^{\prime} \\
& \times|\mathbf{Q}, \mathbf{K}\rangle\left\langle\mathbf{Q}, \mathbf{K} \mid \psi_{m}(t)\right\rangle\left\langle\psi_{m}(t) \mid \mathbf{Q}^{\prime}, \mathbf{K}^{\prime}\right\rangle\left\langle\mathbf{Q}^{\prime}, \mathbf{K}^{\prime}\right| . \tag{5.20}
\end{align*}
$$

But, according to (5.9),

$$
\begin{align*}
\sum_{m} w_{m}\langle\mathbf{Q}, \mathbf{K} & \left|\psi_{m}(t)\right\rangle\left\langle\psi_{m}(t) \mid \mathbf{Q}^{\prime}, \mathbf{K}^{\prime}\right\rangle \\
& =\rho_{c}(t, \mathbf{Q}, \mathbf{K}) \delta\left(\mathbf{Q}-\mathbf{Q}^{\prime}\right) \delta\left(\mathbf{K}-\mathbf{K}^{\prime}\right) \tag{5.21}
\end{align*}
$$

Therefore,

$$
\begin{equation*}
\rho(t)=\int \cdots \int d \mathbf{Q} d \mathbf{K}_{\rho_{c}}(t, \mathbf{Q}, \mathbf{K})|\mathbf{Q}, \mathbf{K}\rangle\langle\mathbf{Q}, \mathbf{K}| \tag{5.22}
\end{equation*}
$$

and

$$
\begin{align*}
& \rho_{c}(t, \mathbf{Q}, \mathbf{K}) \\
& =\sum_{m} w_{m} \int \cdots \int d \mathbf{Q}^{\prime} d \mathbf{K}^{\prime}\left\langle\mathbf{Q}, \mathbf{K} \mid \psi_{m}(t)\right\rangle \\
& \times\left\langle\psi_{m}(t) \mid \mathbf{Q}^{\prime}, \mathbf{K}^{\prime}\right\rangle \geq 0 \tag{5.23}
\end{align*}
$$

where the integration over ( $\mathbf{Q}^{\prime}, \mathbf{K}^{\prime}$ ) need only include the diagonal point ( $\mathbf{Q}, \mathbf{K}$ ). In the classical limit the Wigner function becomes nonnegative throughout the phase-space.
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#### Abstract

Gauge fields interacting with source fields in a gauge-noninvariant way are examined in a purely classical framework. The existence of conserved currents for the solutions of such theories follows from the properties of the free gauge fields rather than from the usual requirement of global gauge covariance. One of the simplest gauge-noninvariant theories of electromagnetism is shown to be an extension of Dirac's theory of classical clouds of charge. In this extension the clouds exhibit some quantum features. Gauge-noninvariant interactions for Einstein's theory of gravitation are presented in which the properties of the sources are carried by the metric field. In the case of the Yang-Mills field, internal symmetries for a real scalar source field are a consequence of the properties of the gauge field.


## 1. INTRODUCTION

This paper deals with the physical content of theories in which a gauge field, such as the electromagnetic, Yang-Mills, or gravitational field, is coupled in a gauge-noninvariant way to a source field. Customarily, such theories are excluded by the requirement of global gauge covariance. This requirement is imposed either to assure the existence of conserved quantities or for heuristic reasons. Such motivations are questionable. Although gauge covariance and the existence of a conserved current are inseparably joined in single-field theories by Noether's procedures, we show that, for interacting fields, conserved currents can follow as a result of the existence of Bianchi identities satisfied by the gaugefield variables.

In proposing a study of the gauge-noninvariant interactions of gauge fields, our point of departure is opposite that taken by Utiyama, ${ }^{1}$ who generates interactions using the requirements of global gauge covariance. Such an invariant theoretical approach to interactions has proven sterile up to the present and is subject to criticism. ${ }^{2}$ In Utiyama's procedure, the source field, invariant under its constant-parameter gauge group, is the all-important initial element; in our procedure the gauge field invariant under its coordinate-dependent gauge group, is the basis upon which new theories are constructed.

In order to give meaning to the solutions of a gauge-invariant theory, one has to supplement the throry with coordinate conditions. These can be given at the level of the action principle with the aid of auxiliary Lagrange multiplier fields coupled through gauge-noninvariant terms. The multiplier field can be

[^56]made a dynamical field by introducing its free Lagrangian into the action. It is hoped that such dynamical multiplier fields may describe properties of gauge-field sources known to exist in nature.

Because the theory is now gauge noninvariant, all the components of the original gauge field have physical meaning. This means that properties of the sources are described not only by the new Lagrange multiplier fields but also by the components of the gauge field. In this way our work will provide, when applied to the electromagnetic field, an extension to Dirac's classical theory of electrons. ${ }^{3}$

The existence of physically meaningful gauge-field components is further related to the discussion and work on the physical meaning of potentials by Aharanov and Bohm. ${ }^{4}$ The interpretation of the physical meaning of potentials is bound to the determination of the role played by the phase variables; for, as we shall see, the potentials acquire physical meaning when the phase variables have been completely eliminated from the formulation. Additional points of contact exist with the work of Aharanov and Wisniveski. ${ }^{5}$

There are occasions when the Lagrange multiplier field can be omitted and the original gauge invariance broken merely by the introduction of noninvariant terms into the free gauge-field Lagrangian. In such a case the properties of the source fields are described solely by the gauge field. Thus our study, when applied to the gravitational field, will exhibit a relationship with the work of Wheeler, Rainich, and Misner ${ }^{6}$ expressed in a particular coordinate frame.

[^57]For the present we limit our attention to theories that can be derived from an Utiyama-type theory. It is clear that any such theory can be cast in a frame that is manifestly noninvariant by choosing a particular gauge. This procedure is not trivial as a result of the following:
(a) We require that the particular gauge chosen leaves the theory written explicitly and solely in terms of physically meaningful fields (i.e., in terms of fields not subject to any remaining gauge conditions).
(b) We require that the choice of gauge reduces the number of dynamical variables. The possibility of decreasing the number of variables indicates that the original Utiyama-type theory contains an element of arbitrariness: Gauge covariance is accomplished by the introduction of fictitious fields and by the subsequent redefinition of the observable fields in a manner which compensates for these fictitious fields.

In general it is possible to formally choose the gauge which reduces the number of explicit variables in the Lagrangian. For particular solutions, however, this may require discontinuous or singular gauge transformations, especially when the solutions are defined in nonsimple connected domains. The physical content of the new and old theories may then be different.

To begin with we show how we can use the gauge freedom in the Utiyama-type theories to formally reduce the number of explicit dynamical variables and yet guarantee the existence of conserved quantities by reason of the Bianchi identities satisfied by the gauge-field variables. We then consider the example of the electromagnetic field coupled to a KleinGordon field and show how this formulation provides an extension to Dirac's considerations. Beams of classical charges described by this theory enjoy some of the properties of quantized charges. In particular, static distributions of charge in a Coulomb field are possible with the same multiplicity of solutions and energies as the stationary states of a hydrogen atom, provided self-energies are neglected. We then briefly consider the cases of the gravitational and Yang-Mills fields.

## 2. GENERAL THEORY

We first consider the properties of theories of the Utiyama type and how in such theories the gauge degrees of freedom can be used to reduce the number of explicit dynamical variables. These theories can be generally characterized by actions of the form

$$
\begin{equation*}
\operatorname{ACTION}=\int_{\Omega} d^{4} x\left\{\mathcal{L}_{G}(\mathrm{~g})+\mathfrak{L}_{I}(g, p)+\mathfrak{L}_{M}(p)\right\} \tag{2.1}
\end{equation*}
$$

where $\mathcal{L}_{G}(g)$ and $\mathcal{L}_{I}(g, p)+\mathcal{L}_{M}(p)$ are scalar densities under a group of global gauge transformations (i.e., coordinate-dependent transformations whose parameters vary arbitrarily in space-time). $\mathfrak{L}_{G}(g)$ is the free gauge-field Lagrangian, $\mathfrak{L}_{M}(p)$ is the free source-field Lagrangian, and $\mathcal{L}_{I}(g, p)$ is the coupling term. The gauge invariance properties can be expressed as

$$
\begin{align*}
\delta^{*} \int_{\Omega} d^{4} x \mathfrak{L}_{G}(g) & =0  \tag{2.2}\\
\delta^{*} \int_{\Omega} d^{4} x\left\{\mathfrak{L}_{I}(g, p)+\mathfrak{L}_{M}(p)\right\} & =0 \tag{2.3}
\end{align*}
$$

where $\delta^{*}$ means that the variables $g$ and $p$ are varied by an infinitesimal amount determined by an arbitrary infinitesimal transformation of the global gauge group. The variables $g$ are the gauge-field variables and the variables $p$ are the source-field variables.

In Utiyama's procedure one starts with an action $\mathcal{E}_{M}(p)$ which is invariant only under the group of gauge transformations depending on $n$ constant parameters. Imposing the requirement that the theory be invariant under the more general group of global gauge transformations, for which the $n$ parameters may be arbitrary functions of space-time, forces the introduction of a set of gauge-field variables $g$ through the term $\mathcal{L}_{I}(g, p)$. The theory is then completed by adding a free gauge-field Lagrangian which is restricted in form by the requirement of global gauge covariance.

We denote the change induced in the field variable $p$ by an infinitesimal global gauge transformation as $\delta^{*} p$ and write

$$
\begin{equation*}
\delta^{*} p=O_{p} \delta \xi \tag{2.4}
\end{equation*}
$$

where $O_{p}$ is an operator which may depend on the $p$. We assume that $O_{p}$ is a differential matrix operator applied on $\delta \xi$ which stands for the set of $n$ infinitesimal parameters $\delta \xi_{i}(x)$ of the global gauge group. Thus $\delta \xi$ is arbitrary. Similarly we have

$$
\begin{equation*}
\delta^{*} g=O_{g} \delta \xi \tag{2.5}
\end{equation*}
$$

We now take advantage of the arbitrary variability of $\delta \xi$ over space-time to make it vanish over the boundaries of the volume of integration $\Omega$. This restriction simplifies the calculation without impairing the generality of the conclusions provided we keep $\Omega$ arbitrary. Assuming locality for Eqs. (2.4) and (2.5), it follows that $\delta^{*} g$ and $\delta^{*} p$ also vanish at the boundaries of $\Omega$.

From (2.1) we have

$$
\begin{equation*}
\int_{\Omega} d^{4} x \frac{\delta \mathfrak{L}_{G}(g)}{\delta g} \delta^{*} g=\int d^{4} x \frac{\delta \mathcal{L}_{G}(g)}{\delta g} O_{g} \delta \xi \tag{2.6}
\end{equation*}
$$

or

$$
\begin{equation*}
\int_{\Omega} d^{4} x O_{g}^{H}\left(\frac{\delta \mathcal{L}_{G}}{\delta g}\right) \delta \xi=0 \tag{2.7}
\end{equation*}
$$

where $\delta \mathfrak{L}_{G} / \delta g$ is the variational derivative of $\mathfrak{L}_{G}$ and $O_{g}^{H}$ is the Hermitian conjugate of $O_{g}$. In the same way, from (2.2) we have

$$
\begin{equation*}
\int d^{4} x\left[O_{g}^{H}\left(\frac{\delta \mathcal{C}_{I}}{\delta \mathrm{~g}}\right)+O_{p}^{H}\left(\frac{\delta \mathrm{C}_{I}}{\delta p}+\frac{\delta \mathcal{C}_{M}}{\delta p}\right)\right] \delta \xi=0 \tag{2.8}
\end{equation*}
$$

which, because of the arbitrariness of $\delta \xi$, gives

$$
\begin{equation*}
O_{g}^{I} T=-O_{p}^{H}\left(\frac{\delta \mathcal{C}_{I}}{\delta p}+\frac{\delta \mathcal{C}_{M}}{\delta p}\right) \tag{2.9}
\end{equation*}
$$

where $T \equiv \delta \complement_{I} / \delta g$. The equations of motion that follow from the action (2.1) are

$$
\begin{equation*}
\delta \mathfrak{C}_{G} / \delta g+\delta \mathfrak{C}_{I} / \delta g=0 \tag{2.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\delta \mathfrak{C}_{I} / \delta p+\delta \mathfrak{C}_{M} / \delta p=0 \tag{2.11}
\end{equation*}
$$

Thus when Eq. (2.11) is satisfied, Eq. (2.8) implies

$$
\begin{equation*}
O_{g}^{H} T=0, \tag{2.12}
\end{equation*}
$$

which is traditionally called the "conservation law" of the theory. Equation (2.12), being a consequence of the equations of motion (2.11) and the global gauge-invariance property (2.3), is identically satisfied in $g$.

This property of global gauge covariance is by no means necessary, however, for (2.12) to be true when $p$ fields interact with $g$ fields; for from (2.7) we also have

$$
\begin{equation*}
O_{g}^{H} \delta \mathcal{L}_{\sigma} / \delta g=0 \tag{2.13}
\end{equation*}
$$

identically in $g$. These are the "Bianchi identities" of the theory and from them and (2.10) we have that, for any solution of the dynamical problem, (2.12) has to be satisfied as a consistency requirement of (2.10). The "conservation laws" follow for any theory in which fields are coupled to a gauge field whose equations of motion satisfy a set of "Bianchi identities," whether or not the total theory is globally gauge covariant. Relations (2.12) are true conservation laws only when $O_{g}=\partial_{v}$. A sufficient condition for the existence of a Bianchi identity with such an $O_{g}$ is that there exists a term in the Lagrangian that is a function only of $F_{\mu \nu} \equiv\left(\partial_{\mu} g_{v}-\partial_{\nu} g_{\mu}\right)$. This same condition assures the existence of a conserved current.

Coming back to the Utiyama-type theories, we assume that a transformation among the $p$ dynamical variables can be found which splits them into two groups, $p^{\mathrm{ph}}$ and $p^{\text {in }}$, such that $O_{p}$ becomes

$$
o_{p}=\left(\begin{array}{rr}
-1 & 0  \tag{2.14}\\
0 & 0
\end{array}\right),
$$

for
with a suitable definition for $\delta \xi$. With such a redefinition the dynamical variables are split into two groups: the $p^{\text {in }}$ are invariants of the constant parameter gauge group and the remaining $p^{\text {ph }}$ alone are affected by the transformations of the group. We now choose the $p^{\text {ilh }}$ to be the very descriptors of the gauge group and we shall call them "phase" variables. As the descriptors of the gauge group, the $p^{\text {pin }}$ can be reduced to zero by a suitable finite global gauge transformation. This means that, with a suitable choice of gauge, $p^{\text {ph }}=0$ and that this set of dynamical variables drops out of the description of the system.
If one wonders how the information in the equations of motion of the phase variables is to be preserved, it is sufficient to inspect Eq. (2.9) and notice that, by virtue of (2.14), we have

$$
\begin{equation*}
O_{g}^{I I} T=\delta \mathrm{L}_{I} / \delta p^{\mathrm{ph}}+\delta \mathrm{C}_{\mathcal{M}_{M}} / \delta p^{\mathrm{ph}} \tag{2.15}
\end{equation*}
$$

This tells us that the "conservation laws" of the theory are just the equations of motion obtained by variation of the phase variables. In the gauge-noninvariant formulation written in terms of the variables $g^{\prime}$ and $p^{\text {in }}$, the physical content of the equations of motion (2.15) is a consequence of the Bianchi identities of the free gauge field.

Even though the reduction in the explicit number of dynamical variables is in principle the result of a particular choice of gauge, one cannot be certain that the physical content of the covariant Utiyama-type theory is the same as that of the corresponding noncovariant theory, if one requires that in both cases the solutions to the equations of motion be single-valued and continuous. This problem arises whenever the transformation of variables from $g$ and $p$ to $g^{\prime}$ and $p^{\text {in }}$ and $p^{p h}$ is singular.

Assume that the freedom allowed by covariance can be used to remove the explicit appearance of the "phase variables" at least in some approximation. The noncovariant theory which results has such desirable properties as: (a) all variables are physically meaningful; (b) the number of variables is fewer than in the corresponding covariant theory; (c) the gauge field can in certain cases carry all the information previously carried by the source field.
If the noncovariant theory is exactly equivalent to the corresponding covariant theory, a reinterpretation of the covariant theory is in order. If the noncovariant theory is only an approximation to the covariant theory, then the noncovariant theory with its desirable properties can be used as the basis upon which new theories are constructed. In particular, the classical noncovariant theory to be presented in Sec. 3, which exhibits certain "quantum" properties and
which does not require the introduction of the charge $e$, can be made the basis for a quantized theory of interactions.

The elimination of phase variables from covariant theories leads to a class of gauge-invariant theories of the type studied in this paper. Still open is the question whether any noncovariant theory can be made covariant by the introduction of enough phase variables with suitable gauge-group transformation properties.

## 3. MAXWELL-SCHRÖDINGER THEORY

Instead of systematically reviewing all the possible gauge-noninvariant interactions for the Maxwell field $A_{\mu}$, we consider only the theory determined by the action,

$$
\begin{align*}
& \text { ACTION }=\int d^{4} x\left[-\frac{1}{4} F^{\mu \nu} F_{\mu \nu}\right. \\
&\left.+\frac{1}{2} R^{2}\left(A^{\mu} A_{\mu}-1\right)+\frac{1}{2} R^{, \mu} R_{, \mu}\right] \tag{3.1}
\end{align*}
$$

which is one of the simplest Lorentz-covariant possibilities. We have chosen the Lorentz metric to be $\eta_{00}=1, \quad \eta_{r r}=-1$, and $F_{\mu \nu}=A_{\nu, \mu}-A_{\mu, \nu}$. This theory is related to the Utiyama-type theory in which the electromagnetic field is in minimal coupling with a complex scalar Klein-Gordon field. In such a theory the global gauge group of transformations is

$$
\begin{align*}
\psi^{\prime} & =\psi e^{i \phi(x)}  \tag{3.2}\\
A_{\mu}^{\prime} & =A_{\mu}-i \partial_{\mu} \phi \tag{3.3}
\end{align*}
$$

The transition from variables $\psi, \psi^{*}$ to the new variables $R, S$ through

$$
\begin{equation*}
\psi=R \exp (i S) \tag{3.4}
\end{equation*}
$$

is a transition to a phase variable $S$ and a field $R$ invariant under the group of gauge transformations. If we formally set $S=0$ in the complex Klein-Gordon theory, we recover the form of the action expressed in Eq. (3.1). This can be achieved by a gauge transformation whenever $S$ is a continuous and single-valued function of position. The continuity and single valuedness of $\psi$, however, do not imply the same for $R$ and $S$. Thus, for the theory described by Eq. (3.1), a physical content different from that of the original Utiyama theory may be expected.

We have written the action (3.1) in a completely nondimensional form. If one introduces a unit of length $1 / k$, Eq. (3.1) can be reexpressed in terms of

$$
\begin{equation*}
x_{\mu}^{\prime}=x_{\mu} / k \tag{3.5}
\end{equation*}
$$

as

$$
\begin{align*}
& \text { ACTION }=\int d^{4} x^{\prime} k^{2}\left[-\frac{1}{4} F^{\mu \nu} F_{\mu \nu}\right. \\
&\left.\quad+\frac{1}{2} k^{2} R^{2}\left(A^{\mu} A_{\mu}-1\right)+\frac{1}{2} R^{, \mu} R_{, \mu}\right] \tag{3.6}
\end{align*}
$$

We could further introduce the more customary definitions for the fields

$$
\begin{equation*}
A_{\mu}^{\prime}=k A_{\mu}, \quad R^{\prime}=k R \tag{3.7}
\end{equation*}
$$

and set $k=m / e$, the ratio of mass to charge. Then (3.6) becomes

$$
\begin{align*}
\text { ACTION }=\int d^{4} x[ & -\frac{1}{4} F^{\mu \nu} F_{\mu \nu} \\
& \left.+\frac{1}{2} R^{2}\left(A^{\mu} A_{\mu}-k^{2}\right)+\frac{1}{2} R^{, \mu} R_{, \mu}\right] \tag{3.8}
\end{align*}
$$

where we have dropped all primes. This is a clear extension of Dirac's work. ${ }^{3}$ Here the Lagrange multiplier field $R^{2}$ has been given a dynamics of its own by including the $\frac{1}{2} R^{\mu} R_{, \mu}$ term in the Lagrangian. Thus, our theory describes all the features of classical charges, as does Dirac's theory, in the limit of negligible fluctuations of the $R$ field. On the other hand, the connection with the complex Klein-Gordon theory and, in the nonrelativistic limit, the Schrödinger theory makes it apparent that such fluctuations will incorporate some quantum features into the description of the classical clouds of charge. We present some of these features by studying the static configurations that such clouds may assume in the presence of an external Coulomb field.

The equations of motion derived from (3.1) are

$$
\begin{align*}
F_{, v}^{\mu \nu} & =R^{2} A^{\mu}  \tag{3.9}\\
\square R & =R\left(A^{\mu} A_{\mu}-1\right) \tag{3.10}
\end{align*}
$$

According to Eq. (3.9), the electric charge and current densities are

$$
\begin{equation*}
J^{\mu}=R^{2} A^{\mu} \tag{3.11}
\end{equation*}
$$

They are conserved because the Bianchi identities require

$$
\begin{equation*}
\left(R^{2} A^{\mu}\right)_{, \mu}=F_{\mu \nu}^{\mu \nu} \equiv 0 \tag{3.12}
\end{equation*}
$$

In the nonrelativistic limit, the complex KleinGordon theory is equivalent to the Schrödinger theory. In such a limit, Eq. (3.10) is the real part and Eq. (3.11) is the imaginary part of the Schrödinger equation written in the gauge $S=0$. This nonrelativistic limit is obtained by setting

$$
\begin{equation*}
A_{0}=1+\phi, \quad \phi \ll 1 \tag{3.13}
\end{equation*}
$$

where $\phi$ is a first-order field, and by neglecting $\phi^{2}$ and second time derivatives.

To determine the observables in this classical field theory we compute the energy tensor $T_{\mu v}$ as well as the current $J^{\mu}$. This task may prove delicate in our gaugenoninvariant theory because the integrals over infinite surfaces which are usually dropped now may become important. Indeed, constant terms in the potentials
are of physical significance because of the lack of gauge invariance. We compute the $T_{\mu \nu}$ tensor by writing (3.1) in a system of curvilinear coordinates with the help of the $g^{\mu \nu}$ metric and then finding

$$
\begin{equation*}
T_{\mu \nu} \equiv \frac{2}{(-g)^{\frac{1}{2}}} \frac{\delta}{\delta g^{\mu \nu}}\left[\mathcal{L}(-g)^{\frac{1}{2}}\right] . \tag{3.14}
\end{equation*}
$$

By this procedure we obtain

$$
\begin{align*}
T_{\mu \nu}=- & F_{\mu}^{\lambda} F_{\lambda \nu}+\frac{1}{4} g_{\mu \nu} F^{\sigma \lambda} F_{\sigma \lambda}+R_{, \mu} R_{, \nu}-\frac{1}{2} g_{\mu \nu} g^{\sigma \lambda} R_{, \sigma} R_{, \lambda} \\
& +\frac{1}{2} R^{2}\left(2 A_{\mu} A_{v}-g_{\mu \nu} g^{\sigma \lambda} A_{\sigma} A_{\lambda}+g_{\mu \nu}\right) . \tag{3.15}
\end{align*}
$$

Setting $g^{\mu \nu}=\eta^{\mu \nu}$ (the Lorentz metric), we obtain the energy of the system as the positive-definite quantity

$$
\begin{align*}
E=\int d^{3} x T_{00}= & \int d^{3} x\left[\frac { 1 } { 2 } \left(E^{2}+H^{2}+R_{, 0} R_{.0}+R_{, r} R_{, r}\right.\right. \\
& \left.\left.+R^{2} A_{0} A_{0}+R^{2} A_{r} A_{r}+R^{2}\right)\right] . \tag{3.16}
\end{align*}
$$

In order to study the static configurations that the clouds of charge may assume in the presence of external fields, we proceed in the same manner after modifying the original Lagrangian by introducing the static external contravariant current vector $J^{\mu(\text { ext })}=\left(0,0,0, \rho^{\text {ext }}\right)$ and the fixed external field $A^{(\mu e x t)}$ generated by such a current. For static solutions the energy is

$$
\begin{equation*}
E=\int d^{3} x\left[\frac{1}{2} A_{0, r} A_{0, r}+R^{2} A_{0} A_{0}\right] \tag{3.17}
\end{equation*}
$$

where $A_{0}=A_{0}^{(s)}+A_{0}^{(\text {ext })}$, and we have made use of the equations of motion after integrating the $R$ variable by parts.

Truly static situations will arise when the electric currents $\mathbf{J}$ are zero. We therefore look for solutions in which

$$
\begin{equation*}
A_{\mu}^{(s)}=\left(0,0,0,1+C+\phi^{(\mathrm{cl})}\right), \tag{3.18}
\end{equation*}
$$

where we allow for a constant $1+C$ that may be significant and where $\phi^{(c l)}$ is the potential generated by the cloud of charge:

$$
\begin{equation*}
-\nabla^{2} \phi^{\mathrm{cl}}=-A_{0} R^{2}, \tag{3.19}
\end{equation*}
$$

which is one of the equations of motion. The other equation of motion

$$
\begin{equation*}
-R_{. r r}=R\left(A_{0} A_{0}-1\right) \tag{3.20}
\end{equation*}
$$

reduces to the nonrelativistic time-independent Schrödinger equation in the limit in which $A_{0}=1+\phi$, $\phi \ll 1$, and squares of $\phi$ are neglected. Indeed, Eq. (3.20) under these conditions becomes

$$
\begin{equation*}
-\frac{1}{2} R_{. r r}-\phi^{\mathrm{el}} R-\phi^{\mathrm{ext}} R=C R \tag{3.21}
\end{equation*}
$$

so that $C$ is the eigenvalue $C(n)$ of the Schrödinger equation.

We compute the energy (3.17) corresponding to a solution $R^{(n)}$ for a cloud with total charge equal to -1 , so that

$$
\begin{equation*}
\int d^{3} x R^{2} A_{0}=1 \tag{3.22}
\end{equation*}
$$

We have, from Eq. (3.17),

$$
\begin{align*}
& E^{(n)}=\int d^{3} x\left[\frac{1}{2} \phi_{, r}^{\mathrm{cl}} \phi_{, r}^{\mathrm{cl}}+\phi_{, r}^{\mathrm{cl}} \phi_{\cdot r}^{\text {ext }}+\frac{1}{2} \phi_{, r}^{\mathrm{ext}} \phi_{\cdot r}^{\text {ext }}\right. \\
&\left.+R^{2} A_{0}\left(1+C^{(n)}+\phi^{\mathrm{cl}}+\phi^{\text {ext }}\right)\right] \tag{3.23}
\end{align*}
$$

or, by virtue of Eqs. (3.19) and (3.22),

$$
\begin{equation*}
E^{(n)}=1+C^{(n)}-\frac{1}{2} \int d^{3} x \phi_{r}^{\mathrm{cl}} \phi_{, r}^{\mathrm{cl}}+\frac{1}{2} \int d^{3} x \phi_{, r}^{\mathrm{ext}} \phi_{, r}^{\mathrm{ext}} \tag{3.24}
\end{equation*}
$$

This result, of general validity for static solutions, shows that the energy is equal to a constant term, the rest-mass energy, plus $C^{(n)}$, the usual energy eigenvalue for a stationary state. This eigenvalue reflects the distortion of the cloud due to Coulomb selfinteraction. The next term in Eq. (3.24) subtracts the Coulomb self-energy of the cloud.
In the case of $A_{0}^{\text {ext }}=1(4 \pi r)$, a complete set of solutions for $R$ in the nonrelativistic case is given by the complete set of real solutions to the hydrogen atom

$$
R^{n, l, m}(r, \theta, \phi)=R^{n, l}(r) P^{l, n}(\theta)\left\{\begin{array}{l}
\cos m \phi  \tag{3.25}\\
\sin m \phi .
\end{array}\right.
$$

Thus our extension of Dirac's theory of classical electrons allows the clouds of charge some quantum features explainable in the framework of a classical and consistent theory of electromagnetism. At the same time, the difficulties encountered in Dirac's theory are removed. For example, charges at rest in a constant magnetic field are described as satisfactorily by this theory as by the Schrödinger theory. In addition, one realizes that a large constant term in the $A_{0}$ component of the gauge field is important for the inertial properties of the cloud and that a rotational motion proportional to the external magnetic field intensity is related to the diamagnetic properties of the cloud.

The full extent to which quantum features can be explained in purely classical terms is outside the scope of this paper. We wish to point out, however, that the essential quantum properties seem to be particle number, spin, and statistics rather than the features for which the quantum formalism was originally developed. It is further possible that other ideas, ${ }^{7}$ developed in a different context, may prove fruitful

[^58]when applied to the topological properties of such classical field solutions.

## 4. GRAVITATIONAL FIELD

Einstein's theory of gravitation is a theory of the Utiyama type considered in Sec. 2. It is covariant under the group of general coordinate transformations and has the metric field as the associated gauge field. We consider two cases in which the gravitational field is coupled to a source characterized by a vector field: $A^{\mu}$ (the electromagnetic field) and

$$
\sum_{i} \int \frac{d \xi^{\mu(i)}}{d \tau} \delta^{4}\left(x-\xi^{(i)}\right) d \tau
$$

(the field of matter-point singularities). Because all components of these fields are phase variables, their dynamical meaning, short of coordinate conditions, is completely arbitrary. The metric field is capable of absorbing all the information usually carried by such source-field variables.

## A. Gravitational-Electromagnetic Field

We assume that the $A^{\mu}$ vector field is timelike in character. This may seem an arbitrary restriction especially if gauge transformations $A_{\mu}^{\prime}=A_{\mu}+\partial_{\mu} \phi$ are allowed. We have in mind, however, the gaugenoncovariant theory of electromagnetism developed in the last section, for which it can be seen that $A^{\mu}$ is a timelike vector field, at least in the nonrelativistic limit in which $A^{\mu}=\delta_{0}^{\mu}+\phi^{\mu}, \phi^{\mu} \ll 1$. All components of the $A^{\mu}$ field are phase variables, since they can be reduced to constant values and eliminated as dynamical variables. We call such a set of constant values a "standard form." The only restriction imposed on such a standard form is that it has the timelike character of $A^{\mu}$. We choose

$$
\begin{equation*}
A^{\mu(\mathrm{standard})}=\delta_{0}^{\mu} \tag{4.1}
\end{equation*}
$$

It should be noted that in general a timelike vector field can be brought to a standard form only in its contravariant components. Indeed, one chooses the field to be the time-coordinate field.

If a covariant vector field could be brought to such a form, it would obviously have a vanishing ordinary curl in the new system of coordinates. Because the ordinary curl of a covariant vector is a tensor, it follows that only rotationless covariant vector fields can be brought to standard form.

Condition (4.1) can, equivalently, be imposed as a coordinate condition on the $g_{\mu v}$ :

$$
\begin{equation*}
g_{0 \mu}=A_{\mu} \tag{4.2}
\end{equation*}
$$

We conclude then that the theory determined by

$$
\begin{array}{r}
A=\int d^{4} x(-g)^{\frac{1}{2}}\left[G+\frac{1}{2} g_{0 \lambda, \rho} g_{0 \mu, v}\left(g^{\mu \rho} g^{\nu \lambda}-g^{\nu \rho} g^{\mu \lambda}\right)\right. \\
\left.+\frac{1}{2} R^{2}\left(g_{00}-1\right)+\frac{1}{2} g^{\mu \nu} R_{, \mu} R_{, v}\right] \tag{4.3}
\end{array}
$$

describes the gravitational plus electromagnetic properties of the classical clouds of charge found in the last section. The expression (4.3) for the action was obtained from the expression for the action (3.1), made generally covariant through the introduction of the $g_{\mu \nu}$, supplemented with the Einstein free Lagrangian $G$, and with coordinate condition (4.2) taken into account. The content of the theory of Sec. 2 is a consequence here of the Bianchi identities satisfied by the Einstein equations.

The coordinates are, of course, no longer arbitrary but are restricted by the theory. Their physical meaning is disclosed by (4.2), which allows us to interpret the physical meaning of the $g_{0 \mu}$ components of the metric. The meaning of the coordinate frame can be made clearer by noting that the electric chargecurrent 4 -vector is now

$$
\begin{equation*}
J^{\mu} \equiv R^{2} A^{\mu}=R^{2} \delta_{0}^{\mu} \tag{4.4}
\end{equation*}
$$

Thus we are in the frame of reference in which all electric charges are at rest.

We do not claim to have a theory of gravitationelectromagnetism in the sense of unified theories. The inclusion of electromagnetism is unsatisfactory to the extent to which the addition to the Lagrangian of the gauge noninvariant term

$$
g_{0 \lambda, \rho} g_{0 \mu, v}\left(g^{\mu \rho} g^{\nu \lambda}-g^{\nu \rho} g^{\mu \lambda}\right)
$$

is $a d h o c$. The situation is no worse, however, than the inclusion of the ordinary Maxwell Lagrangian in the usual theory in terms of the $A_{\mu}$. The advantage of the formulation in terms only of the metric is that the phase variables $A_{\mu}$ are eliminated and physical meaning is imparted to the components of the metric field. In the following simple case of chargeless-point singularities, we have an example of how the metric components can carry the information usually shared between the metric field and the phase variables.

## B. Gravitational Field Interacting with MatterPoint Singularities

It is conceivable that this theory may arise as an idealized limit of the one considered in the previous section. An analogous coordinate condition results from choosing a frame such that the timelike 4 -vector $d \xi^{\mu(i)} / d \tau$ is

$$
\begin{equation*}
d \xi^{\mu(i)} / d \tau=\delta_{0}^{\mu(i)} \tag{4.5}
\end{equation*}
$$

or

$$
\begin{equation*}
d \xi_{\mu}^{(i)} / d \tau=g_{0_{\mu}} \quad \text { at } \quad x^{\mu}=\xi^{\mu(i)} \tag{4.6}
\end{equation*}
$$

namely the particles remain always at rest. The only nonvanishing contravariant component of the energymomentum tensor is the constant

$$
\begin{equation*}
T^{00}=m \tag{4.7}
\end{equation*}
$$

defined over the world line of the particle. The covariant tensor for the matter-point sources is then

$$
\begin{equation*}
T_{\mu \nu}=m g_{0 \mu}(\xi) g_{0 \nu}(\xi) \text { for } x^{\mu}=\xi^{\mu} \tag{4.8}
\end{equation*}
$$

The dynamical variables $\xi^{\mu}$ of the particles are now fixed constants which determine the constant position of the particles. The physical content usually associated with the $\xi^{\mu}$ is now carried by the values of the $g_{0_{\mu}}$ at the position of the particles and the dynamical development is determined solely by the Bianchi identities associated with Einstein's equations.

In this formulation, in which the particle coordinates are no longer dynamical variables, the problem of motion is most easily approached through

$$
\begin{equation*}
T_{: v}^{\mu v}=T_{, v}^{\mu \nu}+\Gamma_{\beta v}^{v} T^{\mu \beta}+\Gamma_{\beta \lambda}^{\mu} T^{\beta \lambda}=0 \tag{4.9}
\end{equation*}
$$

or, remembering that $T^{\mu \nu}=m \delta_{0}^{\mu} \delta_{0}^{\nu}$,

$$
\begin{gather*}
\Gamma_{00}^{r}=0, \quad r \neq 0  \tag{4.10}\\
\Gamma_{00}^{0}+\Gamma_{0 \mu}^{\mu}=0 \quad \text { for } \quad x^{\mu}=\xi^{\mu(i)} \tag{4.11}
\end{gather*}
$$

or

$$
\begin{gather*}
\frac{1}{2} g^{r \mu}\left(2 g_{0 \mu, 0}-g_{00, \mu}\right)=0  \tag{4.12}\\
\frac{1}{2} g^{0 \mu}\left(2 g_{0 \mu, 0}-g_{00, \mu}\right)+\frac{1}{2 g} g_{.0}=0 \tag{4.13}
\end{gather*}
$$

for $x^{\mu}=\xi^{\mu(i)}$. Because the $d \xi^{\mu} / d \tau$ are not independent, we can impose the further coordinate condition

$$
\begin{equation*}
-g g_{00}=1 \tag{4.14}
\end{equation*}
$$

which satisfies (4.11) identically by virtue of (4.12) and gives, from (4.12),

$$
\begin{equation*}
g_{0 r, 0}=\frac{1}{2} g_{00, r}-\frac{1}{2} g_{0 r}\left(\ln g_{00}\right)_{, 0} \tag{4.15}
\end{equation*}
$$

for $x^{\mu}=\xi^{\mu(i)}$, as the equations of motion for the point particles. This equation can be roughly interpreted as giving the acceleration on the left-hand side equal to a force derivable from a potential and a velocitydependent force. In the nonrelativistic limit it gives Newton's law of gravitation when $g_{00}$ is evaluated from the Einstein equations of the same order. This formulation may be derived from the noninvariant action,

$$
\begin{equation*}
\mathrm{ACTION}=\int d^{4} x(-g)^{\frac{1}{2}} G+\int d \tau m^{(i)}\left(g_{00}\right)^{\frac{1}{2}} \tag{4.16}
\end{equation*}
$$

which results from the usual action when the coordinate conditions (4.5) and (4.14) are used.

The above formulation of the motion of gravitating singularities makes it clear that the motion of a point particle cannot be an absolute attribute. One can speak only of locations in space where there is or is not such a particle. If we label positions by means of the point particles, what is usually called their equation of motion becomes the condition 4.15 , which is satisfied by the $g_{0 \mu}$ along the world lines of the particles. This is in accord with the identification of (4.6), which gives the physical meaning of such $g_{0 \mu}$.

A noncovariant theory, which could not be made generally covariant by the introduction of new dynamical variables, might prove even more interesting than the case considered. Whether such theories exist and whether the existence of a limit of the form of (4.7) for the vanishing of some length parameter assures all the verifiable content of a theory of space, time, and gravitation, remain open questions.

## 5. YANG-MILLS FIELD

In the gauge noninvariant theory of Sec. 3, the electromagnetic field is coupled to a real scalar field $R$; yet, the theory describes charged particles of both signs. It might be thought that the introduction of more complicated internal symmetries or, equivalently, the description of higher multiplets will necessarily require that the $R$ field be generalized to a multicomponent field. To show that this is not the case, we briefly consider the Yang-Mills field $\mathbf{B}_{\mu}$.

The action,

$$
\begin{align*}
& \text { ACTION }=\int d^{4} x\left[-\frac{1}{4} \mathbf{F}_{\mu \nu} \cdot \mathbf{F}_{\mu \nu}+\frac{1}{2} R^{2}\left(\mathbf{B}_{\mu} \cdot \mathbf{B}_{\mu}-1\right)\right. \\
&\left.+\frac{1}{2} R_{, \mu} R_{. u}\right] \tag{5.1}
\end{align*}
$$

where

$$
\mathbf{F}_{\mu \nu}=\partial_{\mu} \mathbf{B}_{v}-\partial_{v} \mathbf{B}_{\mu}-\frac{1}{2}\left(\mathbf{B}_{\mu} \mathbf{B}_{v}-\mathbf{B}_{v} \mathbf{B}_{\mu}\right)
$$

and $R$ is a scalar real field, describes the chargeindependent interaction of a Yang-Mills field with an isospinor scalar meson. This action results from the ordinary expression when the prescription of Sec. 2 is used. We have written the usual isospinor scalar field $\psi$ as

$$
\psi=\binom{a+i b}{c+i d}=e^{\tau \cdot s}\binom{R}{0}
$$

where $\tau$ are the three isospinor matrices and $R^{2}$ is the isospinor invariant

$$
R^{2}=(\psi, \psi)=a^{2}+b^{2}+c^{2}+d^{2}
$$

Substitution into the usual action with $\mathbf{s}=0$, which can always be accomplished by a gauge transformation
if $s$ is a single-valued function of position, leads to expression (5.1).

Although the action (5.1) is not invariant under isospinor transformations, the symmetry implied by charge independence is assured by the symmetric way in which $\mathbf{B}_{\mu}$ appears. Conservation of the isospin current $\mathbf{J}^{\mu}=\mathbf{J}_{(B)}^{\mu}+R^{2} \mathbf{B}^{\mu}$, where $\mathbf{J}_{(B)}^{\mu}$ is the isospin current contributed solely by the Yang-Mills field, is a consequence of the Bianchi identities. The contribution of the meson field to the isospin current is $\mathrm{J}^{\mu(\text { meson })}=R^{2} \mathbf{B}^{\mu}$.

The action (5.1) is the simplest and most obvious generalization of the electromagnetic theory of Sec. 3. It shows how internal symmetries of the particles and multiplet structure can be described solely by an
enrichment of the properties of the gauge field. In addition, the breaking of the symmetry and the appearance of an electromagnetic axis in the theory can be accomplished for both source and gauge fields by modifying only the gauge-field action in a way previously proposed. ${ }^{8}$
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#### Abstract

Several problems in one-speed neutron transport theory for spherically symmetrical systems are discussed. The singular eigenfunction expansion technique is used to construct a solution for a specific finite-slab Green's function. This slab solution is then used to construct the finite-medium spherical Green's function by extending the point-to-plane transformation concept. For the general case, the expansion coefficients are shown to obey a Fredholm equation, and first-order solutions are obtained; however, in the infinite-medium limit the solution is represented in closed form. In addition, the solution for the angular density in an infinite-medium due to an isotropic point source is developed directly from the set of normal modes of the transport equation. A proof that the result so obtained obeys the proper source condition at the origin is given.


## I. INTRODUCTION

The singular eigenfunction expansion technique that was introduced by Case has been used extensively to develop exact solutions for many problems in neutron transport theory. ${ }^{1-5}$ In addition, several applications of the method have been made in the field of radiative transfer in stellar atmospheres. ${ }^{6-8}$ Although the class of problems for which the Case method has been used is a broad one, the major limitation appears to be the restriction to plane geometries. The purpose of this paper is to present an extension of this method in order to solve for the Green's function in spherical geometry and thus to establish a procedure by which rigorous solutions for such problems can be obtained.

It has been shown that the integral form of the homogeneous Boltzmann equation in spherical geometry can be related to the integral equation for a corresponding problem in slab geometry. ${ }^{9.10}$ An extension of this technique to include inhomogeneous source terms is described in this paper. Thus, several problems in spherical geometry can be solved by inspection once the slab solution is known. ${ }^{9,10,11}$

In addition to his work on the integral transport

[^60]equation, Davison also found a set of solutions to the homogeneous version of the differential transport equation. ${ }^{9,10}$ In a more recent work, Mitsis found two classes of eigensolutions of the transport equation in spherical geometry: one regular and the other highly singular at the origin. ${ }^{12}$
In Sec. II we solve the problem of a spherical-shell source in a finite medium by solving the integral equation that defines the density. Several limiting situations are investigated; and we obtain, as a special case, the density due to an isotropic point source in a finite sphere. For the finite-medium Green's function, one must solve a Fredholm equation for the expansion coefficients; hence an approximate solution, in the spirit of the "wide slab," is obtained. ${ }^{13,14}$ In the infinite-medium limit the solution is expressed in closed form.

Although the integral equation approach is convenient for obtaining the density in the single-region problems considered here, finding the angular density, the current, or the higher moments requires further work. In order to illustrate a procedure by which the angular density can be obtained directly from the normal modes of the spherical transport equation, Sec. III is devoted to the solution of the infinitemedium point source problem. Thus, by making expansions in terms of the normal modes of the homogeneous equation and by properly determining the expansion coefficients from the boundary conditions, we are able to solve for the angular density in a manner analogous to that used in plane geometry.

[^61]The current and higher moments can then be obtained easily by integration. This procedure has additional merit since it may be a more useful way in which to approach the solution for multiregion problems where the integral equation approach becomes unmanageable. ${ }^{15,16}$

## II. SOLUTION IN A FINITE SPHERE CONTAINING A SPHERICAL-SHELL SOURCE

## A. Integral Equation in Spherical Geometry

We consider a single region of radius $R$ in which a source of neutrons has been placed. The medium scatters neutrons isotropically in the laboratory system and no energy degradation of the neutrons is permitted. The source is taken to be spherically symmetric and has an isotropic emission character. Thus, we write the integral equation for the steady state neutron density as

$$
\begin{aligned}
& \rho\left(r_{0} ; r\right)= \int_{0}^{R} \int_{0}^{\pi} \int_{0}^{2 \pi} r^{\prime 2} d r^{\prime} \sin \theta^{\prime} d \theta^{\prime} d \varphi^{\prime} \\
& \times\left[\frac{c}{4 \pi} \rho\left(r_{0} ; r^{\prime}\right)+\frac{S}{4 \pi r_{0}^{2}} \delta\left(r^{\prime}-r_{0}\right)\right] \frac{e^{-\left|\mathbf{r}-\mathbf{r}^{\prime}\right|}}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|^{2}} \\
& 0 \leq r, \quad r_{0} \leq R .
\end{aligned}
$$

The total source strength in Eq. (1) is $S$ and distances are measured in units of mean free paths. In addition, the mean number of secondary neutrons per collision is denoted by $c$. It is possible to relax the requirement of an isotropic emission character for the source by treating the first collision neutrons as the source in Eq. (1) and then adding in the uncollided source neutrons. ${ }^{17}$ The point source at the center of a sphere is a limiting case of Eq. (1).

The technique used to solve Eq. (1) was suggested by Davison and has been used by Mitsis for solving critical problems. ${ }^{10,12}$ Its basis lies in the similarity of a modified form of Eq. (1) and the integral transport equation in slab geometry. Since solutions to the latter are readily obtained, one need only determine the relationship between spherical and planar problems in order to obtain an explicit solution to Eq. (1). ${ }^{11}$ To cast Eq. (1) into a more appropriate form, we perform the two angular integrations. This yields

$$
\begin{align*}
r \rho\left(r_{0} ; r\right)= & \frac{c}{2} \int_{0}^{R} r^{\prime} \rho\left(r_{0} ; r^{\prime}\right) \\
& \times\left\{E_{1}\left(\left|r-r^{\prime}\right|\right)-E_{1}\left(\mid r+r^{\prime}\right)\right\} d r^{\prime} \\
& +\frac{S}{2 r_{0}}\left\{E_{1}\left(\left|r-r_{0}\right|\right)-E_{1}\left(\left|r+r_{0}\right|\right)\right\}, \\
& 0 \leq r, \quad r_{0} \leq R, \tag{2}
\end{align*}
$$

[^62]where
\[

$$
\begin{equation*}
E_{1}(x)=\int_{0}^{1} \frac{e^{-x / y}}{y} d y \tag{3}
\end{equation*}
$$

\]

Extending the range of $r$ to $-R \leq r \leq R$ and demanding that $\rho\left(r_{0} ;-r\right)=\rho\left(r_{0} ; r\right)$ permits us to write

$$
\begin{align*}
r \rho\left(r_{0} ; r\right)= & \frac{c}{2} \int_{-R}^{R} t \rho\left(r_{0} ; t\right) E_{1}(|r-t|) d t \\
& +\frac{S}{2 r_{0}}\left\{E_{1}\left(\left|r-r_{0}\right|\right)-E_{1}\left(\left|r+r_{0}\right|\right)\right\} \\
& 0 \leq r_{0} \leq R, \quad-R \leq r \leq R \tag{4}
\end{align*}
$$

In the limit as $r_{0}$ approaches zero, Eq. (4) yields, for a centrally located point source,

$$
\begin{array}{r}
r \rho(0 ; r)=\frac{c}{2} \int_{-R}^{R} t \rho(0 ; t) E_{1}(|r-t|) d t+\frac{S e^{-|r|}}{r} \\
-R \leq r \leq R \tag{5}
\end{array}
$$

Thus, by solving Eq. (4), we can obtain the point source solution by taking the limit used to construct Eq. (5). ${ }^{18.19}$
In the finite slab, $-R \leq r \leq R$, the integral equation that describes the neutron density resulting from a unit plane isotropic source at $r_{0}>0$ is

$$
\begin{equation*}
\phi\left(r_{0} ; r\right)=\frac{c}{2} \int_{-R}^{R} \phi\left(r_{0} ; t\right) E_{1}(|r-t|) d t+E_{1}\left(\left|r-r_{0}\right|\right) \tag{6}
\end{equation*}
$$

Hence, a linear combination of slab solutions can be used to construct an integral equation identical in form to Eq. (4), i.e.,

$$
\begin{align*}
& {\left[\phi\left(r_{0} ; r\right)-\phi\left(-r_{0} ; r\right)\right]} \\
& \quad=\frac{c}{2} \int_{-R}^{R}\left[\phi\left(r_{0} ; t\right)-\phi\left(-r_{0} ; t\right)\right] E_{1}(|r-t|) d t \\
&  \tag{7}\\
& \quad+E_{1}\left(\left|r-r_{0}\right|\right)-E_{1}\left(\left|r+r_{0}\right|\right)
\end{align*}
$$

Equating the dependent variables of Eqs. (4) and (7) and taking into account the source normalization, we obtain

$$
\begin{equation*}
r \rho\left(r_{0} ; r\right)=\left(S / 2 r_{0}\right)\left[\phi\left(r_{0} ; r\right)-\phi\left(-r_{0} ; r\right)\right] \tag{8}
\end{equation*}
$$

We note from Eq. (6) that $\phi\left(-r_{0} ; r\right)=\phi\left(r_{0} ;-r\right)$; this allows us to write Eq. (8) in the alternate form

$$
\begin{align*}
\rho\left(r_{0} ; r\right)=\left(S / 2 r_{0} r\right)\left[\phi\left(r_{0} ; r\right)-\phi\left(r_{0} ;-r\right)\right] \\
0 \leq r, \quad r_{0} \leq R . \tag{9}
\end{align*}
$$

This result contains the point-to-plane transformation

[^63]for the infinite medium as a special case ${ }^{20}$ :
\[

$$
\begin{equation*}
\rho(0 ; r)=-\frac{S}{r} \frac{d}{d r} \phi(0 ; r), \quad R \rightarrow \infty \tag{10}
\end{equation*}
$$

\]

For finite $R$, correction terms can be added to Eq. (10) to account for the additional leakage.

## B. General Solution for $\rho\left(r_{0} ; r\right)$

An expression for $\rho\left(r_{0} ; r\right)$ can be obtained once $\phi\left(r_{0} ; r\right)$ is determined; this, in turn, is found by using the method suggested by Case. ${ }^{1}$ Since this development parallels previous work, the discussion of it is brief and will be presented mainly as an aid in defining the notation. ${ }^{14}$

The finite-slab Green's function is defined by
$\mu \frac{\partial}{\partial r} \Psi\left(r_{0} ; r, \mu\right)+\Psi\left(r_{0} ; r, \mu\right)$

$$
\begin{gather*}
=\frac{c}{2} \int_{-1}^{1} \Psi\left(r_{0} ; r, \mu^{\prime}\right) d \mu^{\prime}+\delta\left(r-r_{0}\right) \\
r_{0}>0, \quad-R \leq r \leq R \tag{11}
\end{gather*}
$$

with

$$
\begin{equation*}
\Psi\left(r_{0} ; \pm R, \mu\right)=0, \quad \mu \lessgtr 0 \tag{12}
\end{equation*}
$$

The neutron density is

$$
\begin{equation*}
\phi\left(r_{0} ; r\right)=\int_{-1}^{1} \Psi\left(r_{0} ; r, \mu\right) d \mu \tag{13}
\end{equation*}
$$

The general solution to Eq. (11) is

$$
\begin{align*}
& \Psi\left(r_{0} ; r, \mu\right) \\
& =\left(A_{+} \pm K_{+}\right) \phi_{+}(\mu) e^{-r / v_{0}}+\left(A_{-} \mp K_{-}\right) \phi_{-}(\mu) e^{r / v_{0}} \\
& \quad+\int_{-1}^{1} d v[A(v) \pm K(v)] \phi_{v}(\mu) e^{-r / v}, \quad r \gtrless r_{0} . \tag{14}
\end{align*}
$$

Here, ${ }^{14}$

$$
\begin{align*}
& K_{ \pm}=\frac{e^{ \pm r_{0} / v_{0}}}{2 N_{+}}  \tag{15a}\\
& K(v)=\frac{e^{r_{0} / v_{0}}}{2 N(v)}  \tag{15b}\\
& \phi_{ \pm}(\mu)=\frac{c v_{0}}{2} \frac{1}{v_{0} \mp \mu}  \tag{15c}\\
& \phi_{v}(\mu)=\frac{c v}{2} \frac{P}{v-\mu}+\lambda(v) \delta(v-\mu)  \tag{15~d}\\
& \lambda(v)=1-c v \tanh ^{-1} v  \tag{15e}\\
& 1-c v_{0} \tanh ^{-1} 1 / v_{0}=0  \tag{15f}\\
& N_{+}=\frac{c v_{0}}{2}\left(\frac{c v_{0}^{2}}{v_{0}^{2}-1}-1\right) \tag{15~g}
\end{align*}
$$

and

$$
\begin{equation*}
N(v)=v\left[\lambda^{2}(\nu)+\frac{c^{2} \pi^{2} v^{2}}{4}\right] \tag{15h}
\end{equation*}
$$

[^64]To determine the coefficients $A_{ \pm}$and $A(v)$, we apply the boundary conditions at $\pm R$. Hence

$$
\begin{align*}
0= & \left(A_{+} \pm K_{+}\right) \phi_{+}(\mu) e^{\mp R / v_{0}}+\left(A_{-} \mp K_{-}\right) e^{ \pm R / v_{0}} \phi_{-}(\mu) \\
& +\int_{-1}^{1}[A(v) \pm K(v)] \phi_{v}(\mu) e^{\mp R / v} d v, \quad \mu \lessgtr 0 . \tag{16}
\end{align*}
$$

The conditions given by Eq. (16) are sufficient to specify uniquely all of the unknown expansion coefficients; however, they are not expressible in closed form. We defer a further discussion on the evaluation of $A_{ \pm}$and $A(v)$ to Sec. IIC.

Since $\phi_{ \pm}(\mu)$ and $\phi_{v}(\mu)$ are normalized to unity, the expression for the density is obtained immediately from Eq. (14):

$$
\begin{align*}
\phi\left(r_{0} ; r\right)= & \left(A_{+} \pm K_{+}\right) e^{-r / v_{0}}+\left(A_{-} \mp K_{-}\right) e^{r / v_{0}} \\
& +\int_{-1}^{1}[A(\nu) \pm K(v)] e^{-r / v} d v, \quad r \gtrless r_{0} \tag{17}
\end{align*}
$$

Substituting Eq. (17) into Eq. (9), we obtain the solution for the density in the finite sphere:
$\rho\left(r_{0} ; r\right)$

$$
\begin{align*}
= & \frac{S}{r r_{0}}\left[\left(A_{-}-A_{+}\right) \sinh r / v_{0}\right. \\
& +\frac{1}{2 N_{+}}\left\{\sinh \left(\frac{r+r_{0}}{v_{0}}\right)-\sin h \frac{\left|r-r_{0}\right|}{v_{0}}\right\} \\
& +\int_{0}^{1}\{[A(-v)-A(v)] \sinh r / v \\
& \left.\left.+\frac{1}{2 N(v)}\left[\sin h\left(\frac{r+r_{0}}{v}\right)-\sin h \frac{\left|r-r_{0}\right|}{v}\right]\right\} d v\right] \\
& 0 \leq r, \quad r_{0} \leq R . \tag{18}
\end{align*}
$$

## C. First-Order Solution for the Expansion Coefficients

The two expressions for $A_{ \pm}$and $A(\nu)$ given by Eq. (16) can be simplified by using the half-range orthogonality theorem proved by Kuščer, McCormick, and Summerfield, i.e., ${ }^{21}$

$$
\begin{align*}
\int_{0}^{1}\left(v_{0}-\mu\right) \gamma(\mu) \phi_{v}(\mu) \phi_{v^{\prime}}(\mu) d \mu=0 \\
v \neq v^{\prime} ; \nu, v^{\prime}>0 \tag{19}
\end{align*}
$$

Here,

$$
\begin{align*}
& \left(v_{0}-\mu\right) \gamma(\mu)=c \mu / 2(1-c)\left(v_{0}+\mu\right) X(-\mu)  \tag{20a}\\
& X(z)=\frac{1}{1-z} \exp \left[\frac{1}{\pi} \int_{0}^{1} \arg \Lambda^{+}(\mu) \frac{d \mu}{\mu-z}\right] \tag{20b}
\end{align*}
$$

and

$$
\begin{equation*}
\Lambda^{ \pm}(\mu)=\lambda(\mu) \pm i(\pi c \mu / 2) \tag{20c}
\end{equation*}
$$

[^65]To use directly the results for the various normalization integrals and cross products given by Kuščer, McCormick, and Summerfield, we make several changes of variables in Eq. (16) to obtain the two equations (one associated with the upper signs and one with the lower signs)

$$
\begin{align*}
& -\int_{0}^{1} d v e^{-R / v} \phi_{-v}(\mu)[A( \pm v) \pm K( \pm v)] \\
& =\left(A_{+} \pm K_{+}\right) \phi_{\mp}(\mu) e^{\mp R / v_{0}}+\left(A_{-} \mp K_{-}\right) \phi_{ \pm}(\mu) e^{ \pm R / v_{0}} \\
& \quad+\int_{0}^{1} d v e^{R / v} \phi_{v}(\mu)[A(\mp v) \pm K(\mp v)], \quad \mu>0 . \tag{21}
\end{align*}
$$

If we now multiply Eq. (21) by $\left(v_{0}-\mu\right) \gamma(\mu) \phi_{+}(\mu)$, integrate over $\mu$ from 0 to 1 , and make use of Eqs. (A2), (A4), and (A5) of Ref. 21, we find

$$
\begin{align*}
A_{\mp}= & K_{\mp}-\left(A_{ \pm}+K_{ \pm}\right) e^{-2(R+\delta) / v_{0}}-\frac{e^{-(R+2 \delta) / v_{0}}}{v_{0} X\left(-v_{0}\right)} \\
& \times \int_{0}^{1} e^{-R / v} v X(-v)[A( \pm v) \pm K( \pm \nu)] d \nu \tag{22a}
\end{align*}
$$

In a similar manner, we take the scalar product of Eq. (21) with $\phi_{\nu^{\prime}}(\mu), v^{\prime}>0$, and use Eqs. (A1), (A3), and (A6) of Ref. 21, to obtain

$$
\begin{aligned}
A(\mp v)= & \mp K(\mp v)-\frac{2\left(A_{ \pm}+K_{ \pm}\right)}{N(v) \gamma(v)} \\
& \times e^{-R / v_{0}} e^{-R / v} v^{2} X\left(-v_{0}\right) \phi_{-}(\nu) \phi_{+}(\nu) \\
& -\left(\frac{c v}{2}\right)^{2} \frac{e^{-R / v}}{\gamma(v) N(v)} \int_{0}^{1} d v^{\prime} e^{-R / v^{\prime}} \\
& \times\left[A\left( \pm \nu^{\prime}\right)+K\left( \pm \nu^{\prime}\right)\right] \frac{\nu^{\prime}\left(v_{0}+\nu^{\prime}\right) X\left(-v^{\prime}\right)}{\left(\nu+\nu^{\prime}\right)\left(v_{0}-v^{\prime}\right)}
\end{aligned}
$$

$$
\begin{equation*}
v>0 \tag{22b}
\end{equation*}
$$

Here,

$$
\begin{equation*}
\frac{X\left(-v_{0}\right)}{X\left(\nu_{0}\right)}=-e^{-2 \delta / v_{0}} \tag{23}
\end{equation*}
$$

The quantity $\delta$ is the extrapolation distance $z_{0}(c)$ as defined in Ref. 17.

It is not possible to solve Eqs. (22) explicitly for the coefficients $A_{ \pm}$and $A(\nu)$. However, one can reduce these expressions to a Fredholm equation for $A(\nu)$; this suggests that an iterative type solution could be obtained. ${ }^{22}$ Since an iterative approach has been used successfully for similar problems, we proceed in this manner. ${ }^{12.13}$

Firstly, we neglect terms of order $e^{-R}$ in Eq. (22b) to obtain $A(\mp \nu)=\mp K(\mp \nu)$. This result is then substituted into Eq. (22a) to give $A_{ \pm}$accurate to first order in $e^{-R}$. Finally, when this expression is entered back into Eq. (22b), we find $A( \pm \nu)$ correct to first

[^66]order. Thus
\[

$$
\begin{align*}
A_{ \pm}= & {\left[1-e^{-4(R+\delta) / v_{0}}\right]^{-1}\left\{K_{ \pm}\left(1+e^{-4(R+\delta) / v_{0}}\right)\right.} \\
& -2 K_{\mp} e^{-2(R+\delta) / v_{0}}+\int_{0}^{1} d v e^{-R / v^{2}} \nu X(-v) \\
& \left.\times \frac{2 e^{-R / v_{0}}}{v_{0} X\left(v_{0}\right)}\left[\mp K(\mp v) \mp K( \pm v) e^{-2(R+\delta) / v_{0}}\right]\right\} \tag{24a}
\end{align*}
$$
\]

and

$$
\begin{align*}
A(\mp v) & =\mp K(\mp v)-\left[1-e^{-4(R+\delta) / v_{0}}\right]^{-1} \\
& \times\left[K_{ \pm}-K_{\mp} e^{-2(R+\delta) / v_{0}}\right][1-c] \\
& \times\left[\frac{2 c v X(-v)}{N(v)} v_{0}^{2} X\left(-v_{0}\right) e^{-R / v} e^{-R / v_{0}}\right] \tag{24b}
\end{align*}
$$

When Eqs. (24) are substituted into Eq. (18), we find that the first-order solution for the neutron density becomes

$$
\begin{align*}
& \rho\left(r_{0} ; r\right) \\
&= \frac{S}{r r_{0}}\left[\frac{\sinh \left(\left(R+\delta-r_{0}\right) / v_{0}\right)}{N_{+} \sinh \left((R+\delta) / v_{0}\right)} \sinh r / v_{0}\right. \\
&+\int_{0}^{1} \frac{d v}{N(v)} e^{-r_{0} / v} \sinh r / v \\
&+\frac{e^{\delta / v_{0}}}{v_{0} X\left(v_{0}\right) \sinh \left((R+\delta) / v_{0}\right)} \int_{0}^{1} d v \frac{v X(-v)}{N(\nu)} e^{-R / v} \\
&\left.\times\left\{\sinh \frac{r_{0}}{v} \sinh \frac{r}{v_{0}}+\sinh \frac{r_{0}}{v_{0}} \sinh \frac{r}{v}\right\}\right] \\
& \quad 0 \leq r<r_{0} \leq R . \quad(25) \tag{25}
\end{align*}
$$

The result for $\rho\left(r_{0} ; r\right), r>r_{0}$, is obtained from Eq. (25) by interchanging $r$ and $r_{0}$.

An estimate of the accuracy of this "wide-sphere" result can be obtained from comparisons with similar approximation procedures. Mendelson solves several plane geometry problems in the "wide-slab" approximation and shows that for slab widths greater than two mean free paths, the exact and wide-slab solutions are not discernible. ${ }^{13}$ Since most spheres are at least four mean free paths in diameter, the "wide-sphere" analysis presented here should yield very accurate descriptions of the density.

## D. Special Cases

The results described by Eq. (25) contain essentially all of the physics for solutions of the one-speed Boltzmann equation in spherical geometry.

Interchanging $r$ and $r_{0}$ in Eq. (25) and taking the limit as $r_{0}$ approaches zero, we find the finite-medium solution (to first order) for a centrally located point
source ${ }^{11}$; thus

$$
\begin{align*}
\rho(0 ; r)= & \frac{S}{r}\left[\frac{\sinh \left((R+\delta-r) / v_{0}\right)}{v_{0} N_{+} \sinh \left((R+\delta) / v_{0}\right)}+\int_{0}^{1} \frac{e^{-r / v}}{v N(v)} d v\right. \\
& +\frac{e^{\delta / \nu_{0}}}{v_{0} X\left(v_{0}\right) \sinh \left((R+\delta) / v_{0}\right)} \int_{0}^{1} \frac{v X(-v) e^{-R / v}}{N(v)} \\
& \left.\times\left\{\frac{1}{v_{0}} \sinh \frac{r}{v}+\frac{1}{v} \sinh \frac{r}{v_{0}}\right\} d v\right] . \tag{26}
\end{align*}
$$

Taking the limit as $R$ approaches infinity $(c<1)$ in Eq. (25), we find

$$
\begin{align*}
\rho_{\infty}\left(r_{0} ; r\right)= & \frac{S}{r r_{0}}\left(\frac{e^{-r_{0} / v_{0}} \sinh r / v_{0}}{N_{+}}\right. \\
& \left.+\int_{0}^{1} \frac{e^{-r_{0} / v} \sinh r / v}{N(v)} d v\right), \quad r<r_{0} \tag{27a}
\end{align*}
$$

and

$$
\begin{align*}
\rho_{\infty}\left(r_{0} ; r\right)= & \frac{S}{r r_{0}}\left(\frac{e^{-r / v_{0}} \sinh r_{0} / v_{0}}{N_{+}}\right. \\
& \left.+\int_{0}^{1} \frac{e^{-r / v} \sinh r_{0} / v}{N(\nu)} d v\right), \quad r>r_{0} \tag{27b}
\end{align*}
$$

If one considers only the discrete part of Eq. (25), it is found to satisfy the Helmholtz equation

$$
\begin{equation*}
\nabla^{2} \rho\left(r_{0} ; r\right)-\frac{1}{v_{0}^{2}} \rho\left(r_{0} ; r\right)=-\frac{S}{v_{0} N_{+} r_{0}^{2}} \delta\left(r-r_{0}\right), \tag{28}
\end{equation*}
$$

and the boundary condition

$$
\begin{equation*}
\rho\left(r_{0} ; R+\delta\right)=0 . \tag{29}
\end{equation*}
$$

This is just the equation one would solve in the diffusion theory approximation to the Boltzmann equation. ${ }^{23,24,25}$

For a medium with no absorption ( $c=1$ ), Eq. (25) reduces to

$$
\begin{align*}
& \rho\left(r_{0} ; r\right)= S\left[\frac{3}{r_{0}}-\frac{3}{R+\delta}+\frac{1}{r r_{0}} \int_{0}^{1} \frac{e^{-r_{0} / v}}{N(v)} \sinh \frac{r}{\nu} d v\right. \\
&-\frac{1}{R+\delta} \int_{0}^{1} \frac{v X(-v) e^{-R / v}}{N(v)} \\
&\left.\times\left(\frac{1}{r_{0}} \sinh \frac{r_{0}}{v}+\frac{1}{r} \sinh \frac{r}{v}\right) d v\right], \\
& 0 \leq r \leq r_{0} \leq R . \tag{30}
\end{align*}
$$

We note, also, that Eq. (25) can be used to describe the density in a multiplying sphere ( $c>1$ ) provided, of course, that the sphere is subcritical. Taking cognizance of the fact that $\nu_{0}$ is imaginary ( $\left.\eta_{0} \stackrel{\Delta}{=}\left|\nu_{0}\right|\right)$

[^67]for $c>1$, we write Eq. (25) as
\[

$$
\begin{align*}
\rho\left(r_{0} ; r\right)= & \frac{S}{r r_{0}}\left[\frac{\sin \left(\left(R+\delta-r_{0}\right) / \eta_{0}\right) \sin \left(r / \eta_{0}\right)}{\left|N_{+}\right| \sin \left((R+\delta) / \eta_{0}\right)}\right. \\
& +\int_{0}^{1} \frac{e^{-r_{0} / v}}{N(v)} \sinh \frac{r}{v} d v \\
& +\frac{e^{\delta / v_{0}}}{v_{0} X\left(v_{0}\right) \sin \left((R+\delta) / \eta_{0}\right)} \int_{0}^{1} \frac{v X(-v) e^{-R / v}}{N(v)} \\
& \left.\times\left\{\sinh \frac{r_{0}}{v} \sin \frac{r}{\eta_{0}}+\sin \frac{r_{0}}{\eta_{0}} \sinh \frac{r}{v}\right\} d v\right], \\
& 0 \leq r \leq r_{0} \leq R . \tag{31}
\end{align*}
$$
\]

Again, the results for $r>r_{0}$ are obtained by interchanging $r$ and $r_{0}$ in Eqs. (30) and (31).

## III. INFINITE-MEDIUM GREEN'S FUNCTION as ObTAINED FROM THE SPHERICAL NORMAL MODES

## A. General Analysis

In the previous section the solution for a sphericalshell source in a finite medium was obtained. The procedure there was to solve the integral equation for the density; the angular density was then available by integration over free-flight paths. This approach obviously has merit since it generates solutions for the classical single-region problems in spherical geometry. However, it would be satisfying to be able to construct solutions directly from the normal modes of the transport equation. Then, by applying the proper boundary conditions, one would attempt to determine the expansion coefficients, perhaps in a manner analogous to the Case technique that has been used in plane geometry. If such a procedure could be established, multidimensional problems or problems with more than one mean free path might become amenable to solution. ${ }^{15}$

With the above philosophy in mind, we prescribe a method by which the infinite-medium Green's function can be obtained from the normal modes of the homogeneous transport equation in spherical geometry. The Green's function considered here is the solution of

$$
\begin{align*}
\mu \frac{\partial}{\partial r} \Psi(r, \mu)+\frac{\left(1-\mu^{2}\right)}{r} & \frac{\partial}{\partial \mu} \Psi(r, \mu)+\Psi(r, \mu) \\
& =\frac{c}{2} \int_{-1}^{1} \Psi(r, \mu) d \mu+\frac{\delta(r)}{4 \pi r^{2}} \tag{32}
\end{align*}
$$

subject to the constraint that $r^{2} \Psi^{\prime}(r, \mu)$ must vanish as $r$ increases without bound. ${ }^{26}$ In the usual manner, we replace the source term in Eq. (32) by an equivalent

[^68]boundary condition, i.e., ${ }^{27}$
\[

$$
\begin{equation*}
\lim _{r \rightarrow 0} 4 \pi r^{2} \Psi(r, \mu)=\delta(1-\mu) \tag{33}
\end{equation*}
$$

\]

Thus the density and current satisfy, respectively, the following:

$$
\begin{align*}
& \lim _{r \rightarrow 0} 4 \pi r^{2} \rho(r)=1  \tag{34a}\\
& \lim _{r \rightarrow 0} 4 \pi r^{2} j(r)=1 \tag{34b}
\end{align*}
$$

A set of normal modes for the homogeneous spherical transport equation was obtained by Davison. ${ }^{9}$ Mitsis, in a more recent study, discussed this same set. ${ }^{12}$ There are several interesting aspects to the manner in which Mitsis obtained his results; we simply state the results by expanding $\Psi^{\prime}(r, \mu)$ in terms of this basis set. Thus, we write

$$
\begin{align*}
& \Psi(r, \mu) \\
& =\sum_{m=0}^{\infty}\left(\frac{2 m+1}{2}\right) P_{m}(\mu) \\
& \quad \times\left\{c v_{0} Q_{m}\left(v_{0}\right)\left[A_{+} k_{m}\left(r / v_{0}\right)+(-1)^{m} B_{+} i_{m}\left(r / v_{0}\right)\right]\right. \\
& \quad+\int_{0}^{1}\left[c v Q_{m}(v)+\lambda(v) P_{m}(v)\right] \\
& \left.\quad \times\left[A(v) k_{m}(r / v)+(-1)^{m} B(v) i_{m}(r / v)\right] d v\right\} \tag{35}
\end{align*}
$$

Here $A_{+}, B_{+}, A(v)$, and $B(\nu)$ are the arbitrary expansion coefficients; $P_{m}(\mu)$ and $Q_{m}(v)$ are, respectively, Legendre polynomials and the Legendre functions of the second kind. Also,
and

$$
\begin{equation*}
k_{m}(x)=(\pi / 2 x)^{\frac{1}{2}} K_{m+\frac{1}{2}}(x) \tag{36a}
\end{equation*}
$$

$$
\begin{equation*}
i_{m}(x)=(\pi / 2 x)^{\frac{1}{2}} I_{m+\frac{1}{2}}(x) \tag{36b}
\end{equation*}
$$

Following the notation of Watson, we have used $K_{m+\frac{1}{2}}$ and $I_{m+\frac{1}{2}}$ to denote the modified Bessel functions. ${ }^{28}$ The fact that $I_{m+\frac{1}{2}}(x)$ diverges at infinity leads us immediately to equate $B_{+}$and $B(v)$ to zero. Thus

$$
\begin{gather*}
\Psi(r, \mu)=\sum_{m=0}^{\infty} \frac{1}{2}(2 m+1) P_{m}(\mu)\left\{A_{+} c v_{0} Q_{m}\left(v_{0}\right) k_{m}\left(r / v_{0}\right)\right. \\
\left.+\int_{0}^{1} A(\nu)\left[c v Q_{m}(v)+\lambda(\nu) P_{m}(\nu)\right] k_{m}(r / v) d v\right\} \tag{37}
\end{gather*}
$$

The expression for $\Psi(r, \mu)$ given by Eq. (37) has the correct behavior at infinity. The expansion coefficients, $A_{+}$and $A(\nu)$, must be determined, therefore, so that the boundary condition at the origin, Eq. (33), is satisfied. For the sake of brevity, we introduce the

[^69]notation
\[

$$
\begin{align*}
S_{m}(r) & \triangleq A_{+} c v_{0} Q_{m}\left(v_{0}\right) k_{m}\left(r / v_{0}\right) \\
& +\int_{0}^{1} A(v)\left[c v Q_{m}(v)+\lambda(v) P_{m}(v)\right] k_{m}(r / v) d v \tag{38}
\end{align*}
$$
\]

Thus,

$$
\begin{equation*}
\Psi(r, \mu)=\sum_{m=0}^{\infty} \frac{1}{2}(2 m+1) P_{m}(\mu) S_{m}(r) \tag{39}
\end{equation*}
$$

the source condition can be stated, therefore, as

$$
\begin{equation*}
\lim _{r \rightarrow 0} 4 \pi r^{2} S_{m}(r)=1 \tag{40}
\end{equation*}
$$

There are several interesting aspects of Eq. (40). We note that the expression must be true for all $m$. Since $k_{m}(r)$ diverges as $r^{-m-1}$ in the limit of $r$ tending to zero, it is not obvious how $r^{2} S_{m}(r)$ could exist in that limit. There must be, therefore, a very subtle interrelation between $A_{+}$and $A(\nu) .{ }^{29}$ The procedure we use here is firstly to determine $A_{+}$and $A(\nu)$ such that Eq. (40) is satisfied for the particular choice of $m=1$. This insures that the angular density will satisfy the "weak" or current boundary condition, i.e.,

$$
\lim _{r \rightarrow 0} 4 \pi r^{2} j(r)=1
$$

however, the complete boundary condition is stated by Eq. (33). Thus the $m=1$ condition is necessary but not sufficient. In order to prove that the expansion coefficients, as determined from the "weak" boundary condition, are the correct ones (i.e., that Eq. (40) is valid for all $m$ ) is a formidable task; we prefer to devote section IIIB to this proof.

For the case $m=1$, we must satisfy

$$
\begin{equation*}
\frac{1}{2 \pi^{2}}=A_{+} \nu_{0}^{2} c \nu_{0} Q_{1}\left(v_{0}\right)+\int_{0}^{1} A(\nu) v^{2}\left[c \nu Q_{1}(\nu)+\nu \lambda(\nu)\right] d \nu \tag{41}
\end{equation*}
$$

The form of Eq. (41) is suggestive of an expansion in terms of the eigenfunctions used by Case for problems in plane geometry. ${ }^{1}$ We pursue the point further by considering the following full-range expansion:

$$
\begin{align*}
\frac{1}{2 \pi^{2} \mu}= & A_{+} v_{0}^{2}\left[\phi_{+}(\mu)-\phi_{-}(\mu)\right] \\
& +\int_{0}^{1} A(\nu) \nu^{2}\left[\phi_{v}(\mu)-\phi_{-v}(\mu)\right] d v, \quad \mu \in[-1,1] \tag{42}
\end{align*}
$$

The validity of this expansion follows from the fullrange completeness theorem proved by Case. ${ }^{1}$ Since Eq. (42) is a valid expansion, the coefficients, $A_{+}$and

[^70]$A(\nu)$, can be determined immediately by taking fullrange scalar products. ${ }^{2}$ We find
\[

$$
\begin{equation*}
A_{+}=\frac{1}{2 \pi^{2} v_{0}^{2} N_{+}} \tag{43a}
\end{equation*}
$$

\]

and

$$
\begin{equation*}
A(v)=\frac{1}{2 \pi^{2} v^{3}} g(c, v) \tag{43b}
\end{equation*}
$$

where

$$
\begin{equation*}
g(c, v)=\frac{1}{\lambda^{2}(v)+\left(\frac{1}{2} c v \pi\right)^{2}} \tag{44}
\end{equation*}
$$

If one multiplies Eq. (42) by $\mu$ and integrates over $\mu$ from -1 to 1 , the following results:
$\frac{1}{2 \pi^{2}}=A_{+} v_{0}^{2} \int_{-1}^{1} \mu \phi_{+}(\mu) d \mu+\int_{0}^{1} A(v) v^{2} \int_{-1}^{1} \mu \phi_{v}(\mu) d \mu d v ;$
this is identical with Eq. (41), and thus Eqs. (43) do, in fact, satisfy the weak boundary condition.

Since the expansion coefficients have been determined (with the proviso that the necessary rigor is to be given in Sec. IIIB), the solution is complete; it can be written as

$$
\begin{gather*}
\Psi(r, \mu)=\sum_{m=0}^{\infty}\left(\frac{2 m+1}{4 \pi^{2}}\right) P_{m}(\mu)\left\{\frac{c v_{0} Q_{m}\left(v_{0}\right)}{v_{0}^{2} N_{+}} k_{m}\left(\frac{r}{v_{0}}\right)\right. \\
\left.\quad+\int_{0}^{1} g(c, \nu)\left[c v Q_{m}(\nu)+\lambda(v) P_{m}(\nu)\right] k_{m}\left(\frac{r}{v}\right) \frac{d v}{v^{3}}\right\} \tag{46}
\end{gather*}
$$

The density and current can be obtained from Eq. (46) by inspection; we find

$$
\begin{equation*}
\rho(r)=\frac{1}{4 \pi r}\left[\frac{1}{v_{0} N_{+}} e^{-r / v_{0}}+\int_{0}^{1} g(c, v) e^{-r / v} \frac{d \nu}{v^{2}}\right] \tag{47a}
\end{equation*}
$$

and

$$
\begin{align*}
j(r)=\frac{1-c}{4 \pi r}[ & \frac{1}{N_{+}}\left(1+\frac{v_{0}}{r}\right) e^{-r / v_{0}} \\
& \left.\quad+\int_{0}^{1} g(c, v)\left(1+\frac{v}{r}\right) e^{-r / v} \frac{d \nu}{\nu}\right] \tag{47b}
\end{align*}
$$

In addition, the higher moments of $\Psi(r, \mu)$, if so desired, are obtained trivially from Eq. (46).

It is interesting to note the form of $\Psi(r, \mu)$ in the limit as $c$ tends to zero. It is a simple matter to obtain

$$
\begin{align*}
\lim _{c \rightarrow 0} \Psi^{( }(r, \mu) & \triangleq \Psi_{0}(r, \mu) \\
& =\frac{1}{2 \pi^{2}} \sum_{m=0}^{\infty}\left(\frac{2 m+1}{2}\right) P_{m}(\mu) G_{m}(r) \tag{48}
\end{align*}
$$

where

$$
\begin{equation*}
G_{m}(r) \triangleq \int_{0}^{1} k_{m}\left(\frac{r}{v}\right) P_{m}(v) \frac{d v}{v^{3}} \tag{49}
\end{equation*}
$$

The integral above has been evaluated by Harrington,

Siewert, and Murray. ${ }^{30}$ They found

$$
\begin{equation*}
G_{m}(r)=\frac{\pi}{2 r^{2}} e^{-\tau} \tag{50}
\end{equation*}
$$

Note that $G_{m}(r)$ is independent of $m$. When Eq. (50) is substituted into Eq. (48), we obtain the usual result, i.e., ${ }^{9}$

$$
\begin{equation*}
\Psi_{0}(r, \mu)=\frac{e^{-r}}{4 \pi r^{2}} \delta(1-\mu) \tag{51}
\end{equation*}
$$

This, of course, represents the uncollided angular density.

## B. Boundary Condition at the Origin

The expansion coefficients $A_{+}$and $A(v)$ were determined in the previous work by noting the similarity between the current boundary condition and a suitably chosen full-range expansion in terms of the eigenfunctions $\phi_{v}(\mu)$. We would like now to discuss further the analysis of the source condition and to prove that Eqs. (43) are the correct solutions for the expansion coefficients.

We have shown that $A_{+}$and $A(v)$ are such that the "weak" boundary condition is satisfied, i.e., these expansion coefficients are solutions to Eq. (41); however, they are not the only possible solutions to Eq. (41). This equation obviously has no unique solution. We must keep in mind, however, that Eq. (41) is only one in an infinite set of conditions that must be satisfied (i.e., we must consider all $m$ ).

The necessary and sufficient condition that the complete boundary condition at the origin, viz.,

$$
\begin{equation*}
\lim _{r \rightarrow 0} 4 \pi r^{2} \Psi(r, \mu)=\delta(1-\mu) \tag{52}
\end{equation*}
$$

be satisfied is that

$$
\begin{equation*}
\lim _{r \rightarrow 0} 4 \pi r^{2} S_{m}(r)=1 \tag{53}
\end{equation*}
$$

where

$$
\begin{equation*}
S_{m}(r) \triangleq A_{+} T_{m}\left(v_{0}\right) k_{m}\left(\frac{r}{v_{0}}\right)+\int_{0}^{1} A(v) T_{m}(v) k_{m}\left(\frac{r}{v}\right) d v \tag{54}
\end{equation*}
$$

We have written Eq. (54) in the more tractable form by defining ${ }^{12}$

$$
\begin{equation*}
T_{m}\left(v_{0}\right) \triangleq c \nu_{0} Q_{m}\left(v_{0}\right) \tag{55}
\end{equation*}
$$

and

$$
\begin{equation*}
T_{m}(\nu) \triangleq c v Q_{m}(\nu)+\lambda(v) P_{m}(v) \tag{56}
\end{equation*}
$$

Here $T_{m}(x)$ are $m$ th degree polynomials of $x$; they satisfy the same recursion relation as the Legendre

[^71]polynomials, i.e.,
\[

$$
\begin{equation*}
m T_{m}(x)=(2 m-1) x T_{m-1}(x)-(m-1) T_{m-2}(x) \tag{57}
\end{equation*}
$$

\]

they begin differently, however:

$$
\begin{equation*}
T_{0}(x)=1, \quad T_{1}(x)=x(1-c) \tag{58}
\end{equation*}
$$

We note that the $T_{m}(x)$ reduce to the $P_{m}(x)$ as $c$ vanishes.

The method used to prove Eq. (53) is that of mathematical induction. We verify the validity of this condition for $m=0,1$, assume it to be true for $m=k-1, k-2$, and then deduce that it must be true for $k=m$. Firstly then, we must prove the $m=0$ condition; this takes the form

$$
\begin{equation*}
\lim _{r \rightarrow 0} 2 \pi^{2} r \int_{0}^{1} A(\nu) v e^{-r / v} d v=1 \tag{59}
\end{equation*}
$$

where

$$
\begin{equation*}
A(v)=g(c, v) / 2 \pi^{2} v^{3} \tag{60}
\end{equation*}
$$

For $g(c, v)$ we use the power series given by Case, de Hoffmann, and Plazcek, i.e., ${ }^{17}$

$$
\begin{equation*}
g(c, v)=1+\sum_{\beta=1}^{\infty} \Gamma_{\beta} \nu^{2 \beta} \tag{61}
\end{equation*}
$$

Thus Eq. (59) can be written as

$$
\begin{equation*}
\lim _{r \rightarrow 0} r\left[E_{0}(r)+\sum_{\beta=1}^{\infty} \Gamma_{\beta} E_{2 \beta}(r)\right]=1, \tag{62}
\end{equation*}
$$

where $E_{n}(r)$ denotes the exponential integral function. ${ }^{17}$ Clearly, Eq. (62) is satisfied. The $m=1$ condition takes the form
$\lim _{r \rightarrow 0}\left[2 \pi^{2} v_{0}^{3}(1-c) A_{+}+2 \pi^{2}(1-c) \int_{0}^{1} A(v) v^{3} d v\right]=1$.
If we substitute the expressions for the expansion coefficients into Eq. (63), we find

$$
\begin{equation*}
\int_{0}^{1} g(c, v) d v=\frac{1}{1-c}-\frac{\nu_{0}}{N_{+}} \tag{64}
\end{equation*}
$$

This result is given explicitly by Case et al.; Eq. (63) is thus valid.

The condition to be proved, Eq. (53), has been verified for $m=0,1$; we proceed, therefore, with the inductive proof for arbitrary $m$. If we utilize the recursion and differentiation formulas for the $k_{m}(x)$, viz., ${ }^{31}$

$$
\begin{equation*}
k_{m}\left(\frac{r}{x}\right)=(2 m-1) \frac{x}{r} k_{m-1}\left(\frac{r}{x}\right)+k_{m-2}\left(\frac{r}{x}\right) \tag{65a}
\end{equation*}
$$

[^72]and
\[

$$
\begin{equation*}
\frac{d}{d r}\left[r^{m+1} k_{m}\left(\frac{r}{x}\right)\right]=-\frac{r^{m+1}}{x} k_{m-1}\left(\frac{r}{x}\right) \tag{65b}
\end{equation*}
$$

\]

as well as Eq. (57), we obtain

$$
\begin{align*}
m \frac{d}{d r} & {\left[r^{m+1} S_{m}(r)\right] } \\
= & -(m-1) \frac{d}{d r}\left[r^{m+1} S_{m-2}(r)\right]-(2 m-1) r^{m+1} \\
& \times S_{m-1}(r)+(2 m-1)(m-1) r^{m} S_{m-2}(r) \tag{66}
\end{align*}
$$

Integrating Eq. (66) from 0 to $r$, we find ${ }^{32}$
$m r^{m+1} S_{m}(r)-C_{m}$

$$
\begin{align*}
= & -(m-1) r^{m+1} S_{m-2}(r)-\lim _{r \rightarrow 0} r^{m+1} S_{m-2}(r) \\
& -(2 m-1) \int_{0}^{r} t^{m+1} S_{m-1}(t) d t \\
& +(2 m-1)(m-1) \int_{0}^{r} t^{m} S_{m-2}(t) d t . \tag{67}
\end{align*}
$$

We now make the inductive assumption that for all $k, 0 \leq k \leq m-1, m \geq 2$,

$$
\begin{equation*}
\lim _{r \rightarrow 0} 4 \pi r^{2} S_{k}(r)=1 \tag{68}
\end{equation*}
$$

Thus the limit term in Eq. (67) is zero. The quantity $C_{m}$ is a constant of integration and, as will be proved, must also be zero. We write, therefore, Eq. (67) as

$$
\begin{align*}
m r^{2} S_{m}(r)= & -(m-1) r^{2} S_{m-2}(r) \\
& -(2 m-1) \frac{\int_{0}^{r} t^{m+1} S_{m-1}(t) d t}{r^{m-1}} \\
& +(2 m-1)(m-1) \frac{\int_{0}^{r} t^{m} S_{m-2}(t) d t}{r^{m-1}} \tag{69}
\end{align*}
$$

If, in Eq. (69), we take the limit as $r$ approaches zero and apply L'Hospital's rule to evaluate the two indeterminate forms,

$$
\begin{equation*}
\lim _{r \rightarrow 0} \frac{\int_{0}^{r} t^{m+1} S_{m-1}(t) d t}{r^{m-1}}=0 \tag{70a}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{r \rightarrow 0} \frac{\int_{0}^{r} t^{m} S_{m-2}(t) d t}{r^{m-1}}=\frac{1}{4 \pi(m-1)}, \tag{70b}
\end{equation*}
$$

we obtain the desired result, viz.,

$$
\begin{equation*}
\lim _{r \rightarrow 0} 4 \pi r^{2} S_{m}(r)=1 \tag{71}
\end{equation*}
$$

[^73]The proof that the integration constant $C_{m}$ is zero provides the bridge for the saltus used to develop Eq. (71). This proof not only is necessary, but has the additional merit that it removes the ambiguity associated with the uniqueness of the method used in Sec. IIIA to determine $A_{+}$and $A(\nu)$. We note from Eq. (67) that

$$
\begin{equation*}
C_{m}=m \lim _{r \rightarrow 0} r^{m+1} S_{m}(r) \tag{72}
\end{equation*}
$$

Returning to the definition of $S_{m}(r)$, Eq. (54), and using the explicit form of the Bessel functions, i.e., ${ }^{28}$

$$
\begin{equation*}
k_{m}(r)=\frac{\pi e^{-r}}{2 r} \sum_{\alpha=0}^{m} W_{\alpha}^{m} r^{-\alpha}, \tag{73}
\end{equation*}
$$

we note that Eq. (72) can be written as

$$
\begin{equation*}
C_{m}=m W_{m}^{m} \frac{\pi}{2}\left[A_{+} v_{0}^{m+1} T_{m}\left(v_{0}\right)+\int_{0}^{1} A(v) v^{m+1} T_{m}(\nu) d v\right] \tag{74}
\end{equation*}
$$

To show that $C_{m}$ is zero, we must prove that the term in brackets on the right-hand side of Eq. (74) vanishes. Thus, multiplying Eq. (42) by $\mu^{m-1} P_{m}(\mu)$ and integrating over all $\mu$, we obtain (after a change of variables)

$$
\begin{array}{r}
\frac{1}{4 \pi^{2}} \int_{-1}^{1} d \mu \mu^{m-2} P_{m}(\mu)=A_{+} \frac{c v_{0}^{3}}{2} \int_{-1}^{1} d \mu \mu^{m-1} \frac{P_{m}(\mu)}{\nu_{0}-\mu} \\
+\int_{0}^{1} d \nu A(v) \nu^{2} \int_{-1}^{1} d \mu \mu^{m-1} P_{m}(\mu) \phi_{v}(\mu) \tag{75}
\end{array}
$$

The left-hand side of Eq. (75) is zero obviously ( $m>1$ ). Noting that

$$
\begin{equation*}
\frac{\mu^{m-1}}{\mu-v_{0}}=\mu^{m-2}+v_{0} \mu^{m-3}+v_{0}^{2} \mu^{m-4}+\cdots \frac{v_{0}^{m-1}}{\mu-v_{0}} \tag{76}
\end{equation*}
$$

we rewrite Eq. (75) as

$$
\begin{gather*}
A_{+} \frac{c v_{0}^{3}}{2} \int_{-1}^{1} d \mu\left[-\mu^{m-2}-v_{0} \mu^{m-3}-\cdots+\frac{v_{0}^{m-1}}{v_{0}-\mu}\right] P_{m}(\mu) \\
\quad+\int_{0}^{1} d \nu A(v) v^{2} \int_{-1}^{1} d \mu \mu^{m-1} P_{m}(\mu) \phi_{v}(\mu)=0 \tag{77}
\end{gather*}
$$

The continuum term in Eq. (77) also can be decomposed in the manner indicated by Eq. (76). Since to do so only complicates the notation, we do not explicitly write it out. The fact that the Legendre polynomials are orthogonal can be used again to reduce Eq. (77) to

$$
\begin{align*}
& A_{+} \frac{c v_{0}^{m+2}}{2} \int_{-1}^{1} d \mu \frac{P_{m}(\mu)}{v_{0}-\mu} \\
&+\int_{0}^{1} d v A(v) v^{m+1} \int_{-1}^{1} d \mu P_{m}(\mu) \phi_{v}(\mu)=0 \tag{78}
\end{align*}
$$

The final result is thus obtained, viz.,

$$
\begin{equation*}
A_{+} v_{0}^{m+1} T_{m}\left(v_{0}\right)+\int_{0}^{1} A(v) v^{m+1} T_{m}(\nu) d v=0 \tag{79}
\end{equation*}
$$

or

$$
\begin{equation*}
C_{m} \equiv 0 \tag{80}
\end{equation*}
$$
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#### Abstract

The framework of this paper is the quantum-mechanical theory of nonrelativistic scattering of a particle by a spherically symmetrical, local, and energy-independent potential. The principle results are explicit expressions for the values at the origin of the potential and of its derivatives in terms of the $S$ wave scattering phase shift and of the parameters of the $S$-wave bound states (if any). Previous work in this direction is reviewed, and different routes to the establishing of these results are discussed. Some remarks concerning the characterization of $S$-wave physically equivalent potentials (i.e., potentials having the same $S$-wave phase shift and $S$-wave binding energies) are presented. The properties of the $S$-wave phase shift and bound state parameters which are necessary and sufficient to ensure that the corresponding potential be an even function of $r$ are ascertained. The analysis is restricted to potentials represented by holomorphic functions of $r$.


## 1. INTRODUCTION

This paper is the first one of a series devoted to the derivation and discussion of exact, explicit relationships between the parameters which describe the scattering and the interaction which causes it. The philosophy of this approach is closer to the "inverse problem" of scattering theory than to the "direct problem"; however, our emphasis is on the derivation of explicit exact relationships rather than the discussion of general methods of solution and of existence and uniqueness proofs (although some new results in this direction are also presented).
It is our general impression that the potentialities of the approach we advocate have not yet been fully explored mainly because the general frame of mind of theoretical physicists investigating collision theory has been predominantly based on the "direct" version of the scattering problem. This fact undoubtedly has a historical, rather than a practical, justification; it was certainly proper so long as the interaction being investigated was mainly of electromagnetic origin, and therefore a priori essentially known; it appears much less reasonable in the realm of nuclear and elementary particle physics, where the interaction is a priori unknown and the inference of its nature from the experimental information is our principal aim.

In this paper we restrict the analysis to the simplest scattering problem: $S$-wave scattering on a smooth finite potential. In this case the interaction is completely described by a single function of the modulus of the radius vector $\mathbf{r}$, the potential $V(r)$, which is by

[^74]assumption holomorphic (and vanishes asymptotically); thus the interaction is completely specified by the values of the potential and all its derivatives at the origin. On the other hand, the physical phenomenon is described by a single function, the scattering phase shift $\eta(k)$, of the modulus of the linear momentum $k$, having simple analyticity and asymptotic properties, and, in addition, by the parameters of the ( $S$-wave) bound states (if any). Our main results are explicit expressions for the values of the potential and its derivatives at the origin in terms of the phase shift and the parameters of the bound states. In view of the very special nature of the interaction considered in this paper, we realize that the interest of these results lies more in their mathematical value than in their applicability to the physical world. We believe, however, that the extension of this approach to more general interactions will eventually lead to results which are relevant for direct phenomenological applications in atomic, nuclear, and elementary particle physics.

Results such as those obtained below have already appeared in the literature. In some sense (which will be made clear in the following), Levinson's theorem ${ }^{1}$ already is an example. But the first real result of this type was obtained simultaneously and independently by Newton ${ }^{2}$ and Faddeev, ${ }^{3}$ and consists of the following exact relationship between the value of the potential at the origin, the scattering phase shift, and

[^75]the (negative) bound-state energies:
\[

$$
\begin{equation*}
V(0)=-\frac{8}{\pi} \int_{0}^{\infty} d k k \frac{d}{d k}[k \eta(k)]-4 \sum_{n} E_{n} . \tag{1.1}
\end{equation*}
$$

\]

Subsequently, analogous expressions for the second derivative of the potential in the origin have been derived by Buslaev and Faddeev, ${ }^{4}$ by Percival, ${ }^{5}$ and by Roberts ${ }^{6}$ (who used previous results of Verde ${ }^{7}$ on the asymptotic behavior of the scattering phase shift). The methods employed by these authors, which are reviewed below, do not yield an expression for the value at the origin of the first derivative of the potential, nor for the subsequent derivatives, except in the special case of an even potential (in which case the explicit expressions for the fourth and sixth derivatives are easily obtained from the explicit results of Percival ${ }^{5}$ ). Note, however, that the conditions which a scattering phase shift must satisfy in order that there exist a corresponding potential which is even are far from trivial and cannot be investigated on the basis of their approaches. The principal achievement of the present paper is to introduce methods which make it possible to derive explicit expressions (in terms of the phase shift and of the bound state parameters) for all the derivatives of the potential evaluated at the origin.

It should be mentioned that certain results obtained in the papers quoted above extend to more general interactions than the case considered in this paper. We also note that there are a few other papers ${ }^{8}$ where the same approach is used, but whose conclusions are not discussed here because they consider cases different from that treated in this paper.

In Sec. 2 (and Appendices A and B) we extend Newton's method, ${ }^{2}$ which is based on the Gel'fandLevitan approach to the inverse scattering problem, ${ }^{9}$ and we derive explicit expressions for the potential and its first derivative at the origin. Although the method introduced also yields the subsequent derivatives, we prefer to postpone their explicit derivation to Sec. 4, where we develop a more powerful approach.

[^76]In Sec. 3 (and Appendices C, D, and E) we sketch the method of operator traces, whose mathematical treatment is due to Dikii. ${ }^{10}$ This is basically the approach used by Percival. ${ }^{5}$ We also report, in this section, the treatment of Buslaev and Faddeev, ${ }^{4}$ although their method is in fact closer to that of Sec. 4. Although we are able to provide some slight improvements, in this section we give mainly results which have been obtained by others.
In Sec. 4 (and Appendices F, G, and H) we discuss a method, introduced by Roberts ${ }^{6}$ (and previously, to a certain extent, also by Buslaev and Faddeev ${ }^{4}$ ), which is based on the asymptotic expansion of the scattering parameters (whose structure is conveniently studied using a technique due to Verde ${ }^{7}$ ) and on their analyticity properties. This elegant and powerful method is modified in such a manner that it becomes possible to derive explicit expressions for the values at the origin of the potential and of all its derivatives. As the order of differentiation increases, the formulas become more complicated; however, their general structure is given, and the numerical coefficients entering in these formulas may be evaluated by means of simple recursion relations, which are given explicitly and which may be fed into a computer. A table of these numerical coefficients, which includes all those relevant for the evaluation of the derivatives, of order ten or less, of the potential at the origin, is presented.
In Sec. 5 (and Appendix I) the treatment of Sec. 4 is utilized to obtain some results on the question of uniqueness in the inverse scattering problem.

Section 6 contains a summary of the results obtained and Sec. 7, a concluding discussion. It may be a good idea to glance through these sections first.

Throughout this paper we use units such that $\hbar=2 m=1, m$ being the mass of the scattered (or bound) particle.

## 2. FUNCTIONAL DERIVATIVE APPROACH

On the basis of the Gel'fand-Levitan solution of the inverse scattering problem, Newton ${ }^{2}$ obtained the following expression for the functional derivative of the potential $V(r)$ with respect to the scattering phase shift $\eta(k)$ :

$$
\begin{equation*}
\frac{\delta V(r)}{\delta \eta(k)}=-\frac{4}{\pi} k \frac{d}{d r} \widetilde{G}\left(k^{2}, r\right) \tag{2.1}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{G}\left(k^{2}, r\right)=G\left(k^{2}, r\right)-\sum_{n} \frac{C_{n}}{k^{2}-E_{n}} \varphi^{2}\left(E_{n}, r\right) \tag{2.2}
\end{equation*}
$$

[^77]and
\[

$$
\begin{align*}
G\left(k^{2}, r\right) & =\varphi\left(k^{2}, r\right) \psi\left(k^{2}, r\right)  \tag{2.3a}\\
& =-\frac{1}{2 k} \operatorname{Im}\left[S(k) f^{2}(-k, r)\right], \quad(\operatorname{Im} k=0) . \tag{2.3b}
\end{align*}
$$
\]

In these equations the function $f(-k, r)$ is the "Jost" solution of the radial Schrödinger equation

$$
\begin{equation*}
f^{\prime \prime}(-k, r)+\left[k^{2}-V(r)\right] f(-k, r)=0, \tag{2.4}
\end{equation*}
$$

i.e., it is the solution of this equation characterized by the asymptotic boundary condition

$$
\begin{equation*}
\lim _{r \rightarrow \infty}\left[f(-k, r) e^{-i k r}\right]=1 \tag{2.5}
\end{equation*}
$$

In Eq. (2.4) and in what follows, the prime stands for (partial) differentiation with respect to $r$. The functions $\varphi\left(k^{2}, r\right)$ and $\psi\left(k^{2}, r\right)$ are also solutions of the radial Schrödinger equation and are identified through their connection to the Jost solutions,

$$
\begin{gather*}
\varphi\left(k^{2}, r\right)=(i / 2 k)[f(-k) f(k, r) \\
-f(k) f(-k, r)]  \tag{2.6}\\
\psi\left(k^{2}, r\right)=-[2 f(k) f(-k)]^{-1}[f(-k) f(k, r) \\
 \tag{2.7}\\
+f(k) f(-k, r)]
\end{gather*}
$$

where we have introduced the two Jost functions

$$
\begin{equation*}
f( \pm k) \equiv f( \pm k, 0) \tag{2.8}
\end{equation*}
$$

[We note that this definition implies that $\varphi\left(k^{2}, r\right)$ vanishes in the origin, so that it corresponds, apart from normalization, to the radial wavefunction.] The sum in Eq. (2.2) extends over all $S$-wave bound states, which are characterized by the (negative) binding energies $E_{n}$, by the corresponding radial wavefunctions $\varphi\left(E_{n}, r\right)$, whose normalization is specified through the condition

$$
\begin{equation*}
\lim _{r \rightarrow 0}\left[r^{-1} \varphi\left(E_{n}, r\right)\right]=1, \tag{2.9}
\end{equation*}
$$

and by the constants

$$
\begin{equation*}
C_{n}=\left[\int_{0}^{\infty} d r \varphi^{2}\left(E_{n}, r\right)\right]^{-1} \tag{2.10}
\end{equation*}
$$

We assume throughout that the number of bound states is finite. ${ }^{11,12}$ Finally, the $S$-matrix function $S(k)$, appearing in Eq. (2.3b), is given by the usual formula:

$$
\begin{equation*}
S(k)=\exp [2 i \eta(k)]=f(k) / f(-k) \tag{2.11}
\end{equation*}
$$

[^78]We have, of course, for real $k$,

$$
\begin{equation*}
f(k)=|f(k)| \exp [i \eta(k)], \quad(\operatorname{Im} k=0) \tag{2.12}
\end{equation*}
$$

and

$$
\begin{equation*}
f(-k)=[f(k)]^{*}, \quad(\operatorname{Im} k=0) \tag{2.13}
\end{equation*}
$$

At this point we do not elaborate on the validity of Eq. (2.1), which is discussed below when the problem of its integration is tackled, except to note that throughout this paper, whenever we write a functional derivative, we assume the momentum variable $k$ to extend over the range $-\infty,+\infty$; the values of the scattering phase shift for negative $k$ are obtained from the reflection property

$$
\begin{equation*}
\eta(-k)=-\eta(k) . \tag{2.14}
\end{equation*}
$$

It is now easy to show, by straightforward differentiation of Eq. (2.2) and using the radial Schrödinger equation (2.4), that the function $\widetilde{G}\left(k^{2}, r\right)$ satisfies the linear third-order differential equation

$$
\begin{align*}
\tilde{G}^{\prime \prime \prime}\left(k^{2}, r\right)=4\left[V(r)-k^{2}\right] \tilde{G}^{\prime} & \left(k^{2}, r\right) \\
& +2 V^{\prime}(r) \tilde{G}\left(k^{2}, r\right) . \tag{2.15}
\end{align*}
$$

The following boundary conditions are also easily obtained:

$$
\begin{align*}
\tilde{G}\left(k^{2}, 0\right) & =0  \tag{2.16}\\
\tilde{G}^{\prime}\left(k^{2}, 0\right) & =-1, \tag{2.17}
\end{align*}
$$

$$
\begin{equation*}
\tilde{G}^{\prime \prime}\left(k^{2}, 0\right)=-2 \operatorname{Re} \tilde{g}(k), \quad(\operatorname{Im} k=0) \tag{2.18}
\end{equation*}
$$

with

$$
\begin{equation*}
\tilde{g}(k)=g(k)+\sum_{n} \frac{C_{n}}{k^{2}-E_{n}} \tag{2.19}
\end{equation*}
$$

and

$$
\begin{equation*}
g(k)=i k+\frac{f^{\prime}(k, 0)}{f(k, 0)}=i k+\left.\frac{d}{d r}[\ln f(k, r)]\right|_{r=0} . \tag{2.20}
\end{equation*}
$$

The first condition, Eq. (2.16), follows immediately from Eqs. (2.3a) and (2.6); the second one, Eq. (2.17), from the Wronskian property

$$
\begin{equation*}
f^{\prime}(-k, r) f(k, r)-f(-k, r) f^{\prime}(k, r)=2 i k \tag{2.21}
\end{equation*}
$$

and from Eqs. (2.3); the last one, Eqs. (2.18)-(2.20), from Eqs. (2.3b), (2.4), (2.11), (2.12), and (2.13).

The function $\tilde{g}(k)$ of Eq. (2.19) plays an important role in the following. It is easy to infer from the well-known analytic properties of $f(k, r)$ and the properties of $f(k)$ that it is a meromorphic function of $k$ in the half-plane $\operatorname{Im} k \leq 0$. In fact, we prove in Appendix A that it is holomorphic in this half-plane (even if bound states are present), because the poles of $g(k)$ at $k=-i|E|^{\frac{1}{2}}$ are exactly canceled by the
sum in Eq. (2.19). Moreover, it satisfies, for real $k$, the equation

$$
\begin{equation*}
\operatorname{Im} \tilde{g}(k)=k\left[1-|f(k)|^{-2}\right], \quad(\operatorname{Im} k=0) \tag{2.22}
\end{equation*}
$$

as implied by its definition, Eqs. (2.19) and (2.20), and by Eq. (2.21). Therefore its real part may be obtained, for real $k$, by the dispersion relation

$$
\operatorname{Re} \tilde{g}(k)=\frac{1}{\pi} P \int_{-\infty}^{+\infty} d q \frac{q^{2}}{q^{2}-k^{2}}\left[|f(q)|^{-2}-1\right],
$$

$$
\begin{equation*}
(\operatorname{Im} k=0) \tag{2.23}
\end{equation*}
$$

Incidentally, we note (also for future reference) that the function $|f(k)|$ is even:

$$
\begin{equation*}
|f(k)|=|f(-k)|, \quad(\operatorname{Im} k=0) \tag{2.24}
\end{equation*}
$$

while the reflection properties of $\tilde{g}(k)$ [or $g(k)]$ are as follows:

$$
\begin{align*}
\operatorname{Re} \tilde{g}(-k) & =\operatorname{Re} \tilde{g}(k),  \tag{2.25a}\\
\operatorname{Im} \tilde{g}(-k) & (\operatorname{Im} k=0)  \tag{2.25b}\\
\operatorname{Im} \tilde{g}(k), & (\operatorname{Im} k=0)
\end{align*}
$$

or, more generally,

$$
\begin{equation*}
\tilde{g}^{*}\left(-k^{*}\right)=\tilde{g}(k), \quad(\operatorname{Im} k \leq 0) \tag{2.25c}
\end{equation*}
$$

The integral in Eq. (2.23) is convergent because, at large $k$,

$$
\begin{equation*}
|f(k)|=1+O\left(k^{-2}\right) \tag{2.26}
\end{equation*}
$$

and for $\operatorname{Re} \tilde{g}(k)$ it implies the asymptotic behavior

$$
\begin{equation*}
\operatorname{Re} \tilde{g}(k)=O\left(k^{-2}\right), \quad(\operatorname{Im} k=0) \tag{2.27}
\end{equation*}
$$

while of course, from Eqs. (2.22) and (2.26), we get

$$
\begin{equation*}
\operatorname{Im} \tilde{g}(k)=O\left(k^{-1}\right), \quad(\operatorname{Im} k=0) \tag{2.28}
\end{equation*}
$$

A more detailed discussion of the asymptotic behavior of these quantities will be given below.

It should be emphasized that the function $|f(k)|$ is known once the phase shift $\eta(k)$ and the bound-state energies $E_{n}$ are given; in fact it is expressed by the well-known formula ${ }^{9}$
$|f(k)|=\left[\prod_{n}\left(1-\frac{E_{n}}{k^{2}}\right)\right]$

$$
\begin{equation*}
\times \exp \left[-\frac{1}{\pi} P \int_{-\infty}^{+\infty} d q \frac{q}{q^{2}-k^{2}} \eta(q)\right], \quad(\operatorname{Im} k=0) \tag{2.29}
\end{equation*}
$$

It follows, through Eqs. (2.22) and (2.23), that the function $\tilde{g}(k)$ may also be considered known once $\eta(k)$ and the $E_{n}$ 's are given. We record here, for future reference, the explicit expressions for $\operatorname{Re} \tilde{g}(k)$
and $\operatorname{Im} \tilde{g}(k)$ :

$$
\begin{align*}
& \operatorname{Re} \tilde{g}(k)=\frac{1}{\pi} P \int_{-\infty}^{+\infty} d q \frac{q^{2}}{q^{2}-k^{2}}\left(\left[\prod_{n}\left(1-\frac{E_{n}}{q^{2}}\right)\right]^{-2}\right. \\
&\left.\times \exp \left[\frac{2}{\pi} P \int_{-\infty}^{+\infty} d p \frac{p}{p^{2}-q^{2}} \eta(p)\right]-1\right\}, \\
&(\operatorname{Im} k=0), \tag{2.30a}
\end{align*}
$$

$$
\begin{align*}
& \operatorname{Im} \tilde{g}(k)=k\left\{1-\left[\prod_{n}\left(1-\frac{E_{n}}{k^{2}}\right)\right]^{-2}\right. \\
& \left.\quad \times \exp \left[\frac{2}{\pi} P \int_{-\infty}^{+\infty} d q \frac{q}{q^{2}-k^{2}} \eta(q)\right]\right\}, \quad(\operatorname{Im} k=0) . \tag{2.30b}
\end{align*}
$$

We now introduce the power expansion of the potential $V(r)$ and of the "Green's function" $\tilde{G}\left(k^{2}, r\right)$, setting

$$
\begin{gather*}
V(r)=\sum_{n=0}^{\infty} \frac{v_{n}}{n!} r^{n},  \tag{2.31}\\
\tilde{G}\left(k^{2}, r\right)=\sum_{n=1}^{\infty} \frac{\widetilde{G}_{n}\left(k^{2}\right)}{n!} r^{n} . \tag{2.32}
\end{gather*}
$$

The lower limit of the sum in the second equation is implied by Eq. (2.16). Moreover, the existence of these expansions and their convergence in the neighborhood of the origin is guaranteed by the assumed regularity of the potential function. Introducing these expansions in the differential equation (2.15), we secure the recursion relations

$$
\begin{array}{r}
\tilde{G}_{n+3}\left(k^{2}\right)=-4 k^{2} \tilde{G}_{n+1}\left(k^{2}\right)+2 \sum_{m=1}^{n+1} \frac{n+m+1}{n+1} \\
\times\binom{ n+1}{m} \tilde{G}_{m}\left(k^{2}\right) v_{n+1-m} \tag{2.33}
\end{array}
$$

while the boundary conditions Eqs. (2.16)-(2.18) imply that

$$
\begin{gather*}
\tilde{G}_{1}\left(k^{2}\right)=-1  \tag{2.34}\\
\tilde{G}_{2}\left(k^{2}\right)=-2 \operatorname{Re} \tilde{g}(k), \quad(\operatorname{Im} k=0) \tag{2.35}
\end{gather*}
$$

But from Eq. (2.1) we infer that

$$
\begin{equation*}
\frac{\delta v_{n}}{\delta \eta(k)}=-\frac{4}{\pi} k \widetilde{G}_{n+1}\left(k^{2}\right) \tag{2.36}
\end{equation*}
$$

and, inserting this relation in Eq. (2.33), we finally obtain

$$
\begin{align*}
& \frac{\delta v_{n+2}}{\delta n(k)}=-4 k^{2} \frac{\delta v_{n}}{\delta \eta(k)} \\
& \quad+2 \sum_{m=0}^{n} \frac{n+m+2}{n+1}\binom{n+1}{m+1} v_{n-m} \frac{\delta v_{m}}{\delta \eta(k)} . \tag{2.37}
\end{align*}
$$

In these equations the quantities $v_{n}$ should be considered functionals of the phase shift $\eta(k)$. As is well known, however, the potential depends also on the parameters characterizing the bound states. ${ }^{9}$ Therefore our hypothesis that the $v_{n}$ 's be considered functionals only of the phase shift restricts (for the time being) our consideration to families of potentials having the same number of bound states characterized by the same parameters.

This system of recursive equations together with the two starting conditions

$$
\begin{gather*}
\frac{\delta v_{0}}{\delta \eta(k)}=\frac{4}{\pi} k,  \tag{2.38}\\
\frac{\delta v_{1}}{\delta \eta(k)}=\frac{8 k}{\pi^{2}} P \int_{-\infty}^{+\infty} d q \frac{q^{2}}{q^{2}-k^{2}}\left\{\left[\prod_{n}\left(1-\frac{E_{n}}{q^{2}}\right)\right]^{-2}\right. \\
\left.\times \exp \left[\frac{2}{\pi} P \int_{-\infty}^{+\infty} d p \frac{p}{p^{2}-q^{2}} \eta(p)\right]-1\right\} \tag{2,39}
\end{gather*}
$$

allow, by sequential functional integration, evaluation of the quantities $v_{n}$, namely the values of the potential and its derivatives at the origin. There is, however, one difficulty which is immediately apparent and which is discussed below.

The functional integration is accomplished through the formula ${ }^{13.14}$

$$
\begin{align*}
& v_{n}=\bar{v}_{n}+\frac{1}{(s-\bar{s})} \int_{\bar{s}}^{s} d t \int_{-\infty}^{+\infty} d k[\eta(k)-\bar{\eta}(k)] \\
& \times\left.\frac{\delta v_{n}}{\delta \eta^{\prime}(k)}\right|_{\eta^{\prime}(k)=} \frac{(t-s) \eta(k)-(t-s) \bar{\eta}(k)}{(s-\bar{\delta})} \tag{2.40}
\end{align*}
$$

where $\bar{v}_{n}$ is the $n$th derivative (evaluated at the origin) of the potential $\bar{V}(r)$ corresponding to the phase shift $\bar{\eta}(k)$, just as $v_{n}$ is the $n$th derivative of the potential $V(r)$ corresponding to the phase shift $\eta(k)$. As implied by the remark after Eq. (2.37), the bound states of the two potentials $V(r)$ and $\bar{V}(r)$ must be characterized by the same parameters.
However, in order for Eq. (2.40) to hold, it is required that the asymptotic vanishing at large $k$ of the difference $\eta(k)-\bar{\eta}(k)$ be sufficiently rapid. We give now a heuristic justification of this fact, and thereby

[^79]we specify exactly how fast the difference $\eta(k)-$ $\bar{\eta}(k)$ must vanish asymptotically in order that Eq. (2.40) holds. Because the final results derived in this section will be reobtained in Sec. 4, we content ourselves with this heuristic analysis.

First of all we introduce the asymptotic expansion of the phase shift $\eta(k)$ :

$$
\begin{equation*}
\eta(k)=\sum_{n=0}^{N} a_{n} k^{-2 n-1}+O\left(k^{-2 N-3}\right) . \tag{2.41}
\end{equation*}
$$

An analogous formula holds for $\bar{\eta}(k)$. The validity of these asymptotic expansions (and, in particular, the absence of logarithmic terms) is a consequence of the assumed holomorphy of the potential and of the restriction to $S$-wave scattering. ${ }^{7}$

We then consider Eq. (2.1) in the asymptotic (large $k$ ) region. From Eq. (2.3b) and the fact that

$$
\begin{equation*}
f(-k, r)=e^{i k r}\left[1+O\left(k^{-1}\right)\right] \tag{2.42}
\end{equation*}
$$

we get the equation, valid at large $k$,

$$
\begin{equation*}
\frac{\delta V(r)}{\delta \eta(k)}=\frac{4}{\pi} k \cos 2 k r . \tag{2.43}
\end{equation*}
$$

Differentiating $n$ times, we also obtain

$$
\begin{array}{rlr}
\frac{\delta V^{(n)}(r)}{\delta \eta(k)} & =\frac{4}{\pi} 2^{n} k^{n+1}(-)^{n / 2} \cos 2 k r, & \text { for even } n \\
& =\frac{4}{\pi} 2^{n} k^{n+1}(-)^{n+1 / 2} \sin 2 k r, \text { for odd } n \tag{2.44b}
\end{array}
$$

where the notation $V^{(n)}(r)$ indicates the $n$th derivative of $V(r)$. We may now read from these equations the condition on the difference $\eta(k)-\bar{\eta}(k)$ sufficient to allow the functional integration because it corresponds simply to the requirement that the integral over $k$ of the right-hand side of Eqs. (2.44) be absolutely convergent after multiplication by the difference $\eta(k)-\bar{\eta}(k)$. We therefore infer that a sufficient condition for the validity of Eq. (2.40) is that

$$
\begin{equation*}
\eta(k)-\bar{\eta}(k)=O\left(k^{-n-3}\right) \tag{2.45}
\end{equation*}
$$

[One might think that our estimate could be made more stringent for odd $n$ because the right-hand side of Eq. (2.44b) vanishes with $r$. In fact this is not the case because the order of the two limits $r \rightarrow 0$ and $k \rightarrow \infty$ is certainly relevant since the argument of the sine function is $2 k r$.] On the other hand, using Eq. (2.41) in addition to Eq. (2.45), we conclude that a
sufficient condition for the validity of Eq. (2.40) is the following:
$a_{j}=\bar{a}_{i}, j=0,1, \cdots, \frac{1}{2} n, \quad(n$ even $)$,
$a_{j}=\bar{a}_{j}, j=0,1, \cdots, \frac{1}{2}(n+1), \quad(n$ odd $)$.
[It should be emphasized that these conditions are certainly sufficient to guarantee the convergence of the integration on the right-hand side of Eq. (2.40); but, as the discussion which we have given above implies, for odd $n$ they are more stringent than those which would be required merely to secure convergence.]

We are finally in a position to begin the process of sequential integration. Because the final results will be reobtained in Sec. 4, we concentrate here on explaining the approach rather than on the details of the derivation. From Eq. (2.38) and using Eq. (2.40), we obtain

$$
\begin{equation*}
v_{0}=\bar{v}_{0}+\frac{4}{\pi} \int_{-\infty}^{+\infty} d k k[\eta(k)-\bar{\eta}(k)], \quad\left(a_{0}=\bar{a}_{0}\right) \tag{2.47a}
\end{equation*}
$$

or, equivalently,

$$
\begin{align*}
& v_{0}-\frac{4}{\pi} \int_{-\infty}^{+\infty} d k k\left[\eta(k)-\frac{a_{0}}{k}\right] \\
& \quad=\bar{v}_{0}-\frac{4}{\pi} \int_{-\infty}^{+\infty} d k k\left[\bar{\eta}(k)-\frac{\bar{a}_{0}}{k}\right], \quad\left(a_{0}=\bar{a}_{0}\right) . \tag{2.47b}
\end{align*}
$$

This equation may also be written in the form

$$
\begin{equation*}
v_{0}-\frac{4}{\pi} \int_{-\infty}^{+\infty} d k k\left[\eta(k)-\frac{a_{0}}{k}\right]=A_{0}\left(a_{0} ; E_{n} ; C_{n}\right) \tag{2.47c}
\end{equation*}
$$

where the function $A_{0}$ is a universal function of the arguments shown. This function may be evaluated inserting the values corresponding to a known potential in the left-hand side of Eq. (2.47c), having associated an arbitrary number of bound states with arbitrary parameters and an arbitrary value of $a_{0}$. Using this procedure, Newton found ${ }^{2}$

$$
\begin{equation*}
A_{0}\left(a_{0} ; E_{n} ; C_{n}\right)=-4 \sum_{n} E_{n} . \tag{2.48}
\end{equation*}
$$

This equation together with Eqs. (2.47c) and (D5) implies Eq. (1.1).

We then integrate Eq. (2.39) and, using Eq. (2.40) and some labor, we get

$$
\begin{align*}
v_{1}= & \bar{v}_{1}-\frac{4}{\pi} \int_{-\infty}^{+\infty} d k k^{2} \\
& \times\left[|f(k)|^{-2}+2 \Delta(k)-|\bar{f}(k)|^{-2}-2 \Delta(k)\right], \\
& \left(a_{0}=\bar{a}_{0}, \quad a_{1}=\bar{a}_{1}\right), \tag{2.49}
\end{align*}
$$

where

$$
\begin{equation*}
\Delta(k)=-\frac{1}{\pi} P \int_{-\infty}^{+\infty} d q \frac{q}{q^{2}-k^{2}} \eta(k) \tag{2.50}
\end{equation*}
$$

so that [see Eq. (2.29)]

$$
|f(k)|=\left[\prod_{n}\left(1-\frac{E_{n}}{k^{2}}\right)\right] \exp [\Delta(k)] .
$$

From this equation we obtain

$$
\begin{align*}
v_{1}+\frac{4}{\pi} \int_{-\infty}^{+\infty} d k k^{2}\left[|f(k)|^{-2}\right. & +2 \Delta(k)-1] \\
& =A_{1}\left(a_{0}, a_{1} ; E_{n} ; C_{n}\right) \tag{2.51}
\end{align*}
$$

The universal function $A_{1}$ might again be evaluated using a solvable potential. However, we defer to Sec. 4 the derivation of the expression for $v_{1}$ which finally obtains.

The process of sequential functional integration obviously can be continued indefinitely. For instance, from Eqs. (2.37), (2.38), and (1.1), one obtains

$$
\begin{align*}
& \frac{\delta v_{2}}{\delta \eta(k)}=-\frac{16}{\pi} k\left[k^{2}+\frac{4}{\pi} \int_{-\infty}^{+\infty} d q q \frac{d}{d q}[q \eta(q)]\right. \\
&\left.+4 \sum_{n} E_{n}\right] \tag{2.52}
\end{align*}
$$

Applying the functional integration formula Eq. (2.40) to this equation, one easily obtains an expression for $v_{2}$, except, of course, for the ambiguity embodied in the universal function $A_{2}\left(a_{0}, a_{1} ; E_{n} ; C_{n}\right)$, which should again be evaluated using a known solvable potential.

Clearly the process we have just described allows, in principle, the derivation of as many derivatives of the potential at the origin as one likes, except for the practical difficulty of performing the functional integration of ever more complicated expressions and of determining each universal function

$$
A_{2 m}\left(a_{0}, a_{1}, \cdots, a_{m} ; E_{n} ; C_{n}\right)
$$

or

$$
A_{2 m+1}\left(a_{0}, a_{1}, \cdots, a_{m+1} ; E_{n} ; C_{n}\right)
$$

using known solvable potentials which must be sufficiently general to contain, in addition to an arbitrary number of bound states characterized by arbitrary parameters, at least $m+1$ (or $m+2$ ) free parameters to correspond to the $m+1$ (or $m+2$ ) asymptotic constants $a_{i}$.
A simplification of the procedure to evaluate the universal functions $A_{p}$ obtains if, in addition to the functional derivative of the potential with respect to the phase shift, Eq. (2.1), its (partial) derivatives
with respect to the bound state parameters $C_{n}$ and $E_{n}$ are also introduced. ${ }^{2,15}$ By applying to these expressions an analogous treatment to that given above, it is then possible to obtain a recursive system involving, in addition to the (functional) derivatives of the quantities $v_{n}$ with respect to the phase shift, the (partial) derivatives of these quantities with respect to the parameters $E_{n}$ and $C_{n}$. Sequential integration over both the (functional) dependence upon $\eta(k)$ and the (ordinary) dependence upon the variables $C_{n}$ and $E_{n}$ can then be performed. The advantage of such a procedure is to reduce the ambiguity in the knowledge of the $v_{m}$ 's which obtains as an outcome of the integration process to a universal function $\tilde{A}_{p}$ which, although still depending on the $m+1$ (if $p=2 m$ ) or $m+2$ (if $p=2 m+1$ ) variables $a_{i}$, is independent of the bound state parameters $E_{n}$ and $C_{n}$. Thus the determination of these universal functions requires the introduction of a much simpler comparison potential, one which need not have any bound state. However, this advantage is compensated by the added complication of the sequential integration process. But since, as we have repeatedly emphasized, the method of this section, although sufficient in principle to determine all the $v_{n}$ 's, is not the most convenient route to reach that end, we choose to close the discussion at this point, relegating to Appendix B a sketch of the formulas relevant to the generalization we have just mentioned.

## 3. METHOD OF OPERATOR TRACES

In this section we discuss the method of operator traces. Its mathematical treatment is mainly due to Dikii1 ${ }^{10}$; its application to scattering theory, to Buslaev and Faddeev ${ }^{4}$ and, independently, to Percival. ${ }^{5}$ Although our own contribution to this approach is minimal, we believe it is useful, for completeness, to illustrate also this method and to report the results it yields.

The basic idea of this approach is best introduced, following Percival, ${ }^{5}$ by considering the Hamiltonian $H$ of a quantum-mechanical system which admits only a finite number $N$ of linearly independent states. Such a Hamiltonian may be represented by an $N \times N$ matrix, and the invariance of the trace of a matrix under unitary transformation implies the well-known formula

$$
\begin{equation*}
\operatorname{Tr}\left[H^{p}\right]=\sum_{n=1}^{N} E_{n}^{p} \tag{3.1}
\end{equation*}
$$

where $E_{n}$ are the eigenvalues of $H$.

[^80]Let us now return to our problem, which is characterized by the Hamiltonian

$$
\begin{align*}
H & =T+V  \tag{3.1a}\\
& =-\left(d^{2} / d r^{2}\right)+V(r) . \tag{3.1b}
\end{align*}
$$

The eigenvalues of this Hamiltonian are all the positive values $E=k^{2}$, and possibly, in addition, a finite number of negative values $E_{n}$ corresponding to ( $S$-wave) bound states.
Thus, in contrast to the previous case, we now have an infinite (nondenumerable) number of eigenstates. Thus the formula corresponding to Eq. (3.1) contains an integral in addition to a sum

$$
\begin{equation*}
\operatorname{Tr}\left[H^{p}\right]=\sum_{n} E_{n}^{p}+\int_{0}^{\infty} d E E^{y} n(E) \tag{3.2}
\end{equation*}
$$

where $n(E)$ is the density of states in the continuum. This equation, however, has only a symbolic meaning because the integral on the right-hand side does not converge (nor, of course, does the trace on the lefthand side). On the other hand, because the density of states $n(E)$ is connected with the scattering phase shift $\eta(k)$ (see below), if it were possible to assign a definite meaning to this formula, one would obtain relationships between the energy moments of the scattering phase shift on the right-hand side and the interaction which is contained in the Hamiltonian operator on the left-hand side. This motivates the attempt to extract definite relationships from the symbolic equation (3.2).

The first trick to use is to subtract the same expression for the case without interaction from Eq. (3.2) obtaining

$$
\begin{equation*}
\operatorname{Tr}\left[H^{p}-T^{p}\right]=\sum_{n} E_{n}^{p}+\int_{0}^{\infty} d E n_{I}(E) E^{p}, \tag{3.3}
\end{equation*}
$$

where $n_{I}(E)$ is now the increment of the density of states due to the interaction. It is well known (see Appendix C) that

$$
\begin{equation*}
n_{I}(E)=\frac{1}{2 \pi k} \frac{d}{d k} \eta(k), \tag{3.4}
\end{equation*}
$$

where $\eta(k)$ is the scattering phase shift. Thus, in place of Eq. (3.3), we may write

$$
\begin{equation*}
\operatorname{Tr}\left[H^{y}-T^{p}\right]=\sum_{n} E_{n}^{p}+\frac{1}{\pi} \int_{0}^{\infty} d k k^{2 p} \frac{d}{d k} \eta(k) \tag{3.5}
\end{equation*}
$$

It should be emphasized that this equation still has only a symbolic meaning because, in general, the integral on the right-hand side does not converge.

For $p=0$, however, the equation is directly meaningful, and it implies the result

$$
\begin{equation*}
\eta(0)-\eta(\infty)=N \pi \tag{3.6}
\end{equation*}
$$

where $N$ is the number of bound states. This is just Levinson's theorem. ${ }^{1}$

The task of extracting definite results from the symbolic equation (3.5) is closely connected to that of the regularization of divergent sums and integrals, a mathematical problem which recently has received much attention. ${ }^{16}$ We sketch below the two different approaches used by Percival ${ }^{5}$ and by Buslaev and Faddeev, ${ }^{4}$ and we report their results.

We begin with the work of Percival, ${ }^{5}$ who uses a more physical approach, borrowing certain techniques from the theory of statistical mechanics. In place of Eq. (3.3) he substitutes the equation
$\operatorname{Tr}\left[e^{-\beta H}-e^{-\beta T}\right]=\sum_{n} e^{-\beta E_{n}}+\frac{1}{\pi} \int_{0}^{\infty} d k e^{-\beta k^{2}} \frac{d}{d k} \eta(k)$,
which is now certainly meaningful for positive $\beta$. He then notes that, while an expansion in powers of $\beta$ of both sides of this equation is not allowed [as it would merely reproduce the symbolic equation (3.5)], one can expand in powers of $\beta^{\frac{1}{2}}$ and equate the coefficients of equal powers of $\beta^{\frac{1}{2}}$. In this manner he is able to derive the following moment relationships:

$$
\begin{array}{r}
-\frac{1}{4 \pi} \int_{-\infty}^{+\infty} d r \int_{-\infty}^{+\infty} d k e^{i k r}\left[(T+V)^{p}-T^{p}\right] e^{i k r} \\
=\sum_{n} E_{n}^{p}+\frac{1}{\pi} \int_{0}^{\infty} d k k^{2 p} \\
\times\left[\frac{d \eta(k)}{d k}+\sum_{n=0}^{p-1}(2 n+1) a_{n} k^{-2 n-2}\right] \\
\quad p=1,2,3, \cdots \tag{3.8}
\end{array}
$$

The coefficients $a_{n}$ are those characterizing the asymptotic behavior of $\eta(k)$; i.e., they are the same coefficients which were previously introduced through Eq. (2.41). Percival shows that they could be obtained equating the coefficients of $\beta^{p}$ in

$$
\begin{align*}
\frac{\sqrt{\pi}}{(2 \pi)^{2}} \sum_{s=1}^{\infty} \frac{(-)^{s} \beta^{s+\frac{1}{2}}}{s!} \int_{-\infty}^{+\infty} d r & \\
\times \int_{-\infty}^{+\infty} d k\left[-\frac{d^{2}}{d r^{2}}-\right. & \left.2 i k \frac{d}{d r}+V(r)\right]^{s} e^{-\beta k^{2}} \\
& =\sum_{p=0}^{\infty} \frac{(-)^{p} 2^{2 p}}{(2 p)!} p!a_{p} \beta^{p} \tag{3.9}
\end{align*}
$$

[^81]Thereby one would obtain explicit expressions of the coefficients $a_{p}$ as an integral over powers of the potential and its derivatives. We are more interested in Eq. (3.8), which we rewrite, using the results of Appendices $\mathbf{D}$ and $\mathbf{E}$, in the more compact form

$$
\begin{align*}
& -\left.\frac{1}{4}\left\{1 \cdot\left[V(r)-\frac{1}{4}(\vec{d}-\overleftarrow{d})^{2}\right]^{p} \cdot 1\right\}\right|_{r=0} \\
& \quad=\sum_{n} E_{n}^{p}+\frac{p}{\pi(2 p-1)!} \int_{-\infty}^{+\infty} d k D_{k}^{2 p-1} \eta(k) \tag{3.10}
\end{align*}
$$

(The differential operators $\vec{d}, \overleftarrow{d}$, and $D_{k}$ are defined in Appendices D and E.)

It should be emphasized at this point that the treatment of Percival applies only to even potentials, i.e., potentials such that

$$
\begin{equation*}
\left.v_{2 n+1} \equiv \frac{d^{2 n+1} V(r)}{d r^{2 n+1}}\right|_{r=0}=0 \tag{3.11}
\end{equation*}
$$

It is this condition (together with the assumed asymptotic vanishing of the potential) that guarantees the convergence of the $r$ integration in Eqs. (3.8) and (3.9) at both ends. The validity of the results we have just described requires, in addition, just as in the previous section, that the potential be a holomorphic function of $r$.

It also follows from the discussion of Appendix E that Eq. (3.10) may be written in the form

$$
\begin{align*}
& v_{2 p}=(-)^{p+1} \frac{2^{2 p+2}}{p+1} \sum_{n} E_{n}^{p+1}+\frac{(-)^{p+1} 2^{2 p+2}}{\pi(2 p+1)!} \\
& \quad \times \int_{-\infty}^{+\infty} d k D_{k}^{2 p+1} \eta(k)+F_{p}\left(v_{0}, v_{2}, \cdots, v_{2 p-2}\right) \tag{3.12}
\end{align*}
$$

where $F_{p}$ is defined by the equation

$$
\begin{align*}
& F_{p}\left(v_{0}, v_{2}, \cdots, v_{2 p-2}\right) \\
& =\left.\frac{(-)^{p+1} 2^{2 p}}{p+1}\left\{1 \cdot\left[V(r)-\frac{1}{4}(\vec{d}-\overleftarrow{d})^{2}\right]^{p+1} \cdot 1\right\}\right|_{r=0}+v_{2 p} \tag{3.13}
\end{align*}
$$

and depends only on the $v_{n}$ 's whose order $n$ does not exceed $2 p-2$. It is therefore seen from Eq. (3.12) that in principle it is possible to obtain sequentially all the even derivatives of the potential at the origin in terms of the generalized moments

$$
\begin{array}{r}
L_{p}=\frac{2}{p} \sum_{n} E_{n}^{p}+\frac{2}{\pi(2 p-1)!} \int_{-\infty}^{+\infty} d k D_{k}^{2 p-1} \eta(k) \\
p=1,2, \cdots \tag{3.14}
\end{array}
$$

The derivative of order $2 p$ depends only on the moments $L_{n}$ whose order $n$ does not exceed $p+1$. The knowledge of all the even derivatives is, of course,
sufficient to reconstruct the whole potential, in view of its assumed property of being even. On the other hand, the conditions that the phase shift and the bound state parameters must satisfy in order that a corresponding even potential exist are far from trivial; moreover, their investigation is completely beyond the power of the approach we have just described. These conditions are instead easily obtained from the results of the following section; they are given explicitly in Sec. 5.

We turn now to a brief description of the method employed by Buslaev and Faddeev ${ }^{4}$ and to a summary of their results. As will be seen, their approach, although motivated by the approach of operator traces discussed above, is, in fact, closer to the method based on the asymptotic expansion of the scattering parameters and on their analyticity properties (which will be discussed in the following section and in Appendices $F$, G, and H).

The basic equation of their method is written in our notation as follows:

$$
\begin{align*}
& \sin \pi z \int_{0}^{\infty} d k k^{2 z-1} \eta(k)+\cos \pi z \int_{0}^{\infty} d k k^{2 z-1} \ln |f(k)| \\
& \quad+\frac{\pi}{2 z} \sum_{n}\left(-E_{n}\right)^{z}=0, \quad\left(0<\operatorname{Re} z<\frac{1}{2}\right) \tag{3.15}
\end{align*}
$$

They establish this equation by contour integration of the function $k^{2 z}(d / d k) \ln f(k)$, exploiting the holomorphy of $f(k)$ in the lower half-plane $\operatorname{Im} k<0$ and the fact that its zeros there correspond to the bound states. The equation might be considered a realization of the symbolic equation (3.5); however, there is no explicit dependence on the interaction (see below). Of course, the restriction to the strip $0<\operatorname{Re} z<\frac{1}{2}$ is essential. The moment relationships are then obtained by analytic continuation in $z$ outside this strip. The continuation leads to a formula which, using the results of Appendix D, may be cast into the form:
$a_{p}=\frac{2(-)^{p}}{2 p+1} \sum_{n}\left(-E_{n}\right)^{p+\frac{1}{2}}-\frac{2}{\pi(2 p)!} \int_{0}^{\infty} d k D_{k}^{2 p} \ln |f(k)|$,

$$
\begin{equation*}
d_{p}=\frac{2}{\pi(2 p-1)!} \int_{0}^{\infty} d k D_{k}^{2 p-1} \eta(k) \tag{3.16}
\end{equation*}
$$

where $a_{p}$ and $d_{p}$ are the asymptotic coefficients of $\eta(k)$ [see Eq. (2.41)] and $\Delta(k)$ :

$$
\begin{equation*}
\Delta(k)=\sum_{n=1}^{N} d_{n} k^{-2 n}+O\left(k^{-2 N-2}\right) \tag{3.18}
\end{equation*}
$$

and the function $\Delta(k)$ is defined by Eq. (2.50).

Using Eq. (2.29') and performing (with standard techniques) the integral over the bound state contributions, we may recast Eq. (3.16) in the form

$$
\begin{equation*}
a_{p}=-\frac{2}{\pi(2 p)!} \int_{0}^{\infty} d k D_{k}^{2 p} \Delta(k) \tag{3.19}
\end{equation*}
$$

Let us point out (along with Roberts ${ }^{6}$ ) that the machinery employed by Buslaev and Faddeev to derive these equations is somewhat more complicated than is really necessary. For instance, it is easier (see Appendix G) to derive Eq. (3.17) performing an asymptotic expansion directly on Eq. (2.50). This remark is the starting point for the discussion of the next section.

The results obtained thus far do not provide an explicit connection between energy moments of the phase shift (or of the modulus of the Jost function), bound state energies, and interaction. Such a connection is introduced using the explicit asymptotic expressions of the phase shift and of the modulus of the Jost function in terms of the potential. Such expressions are derived and discussed in the following section and in Appendix F, using a technique due to Verde. ${ }^{7}$ Similar results have been obtained with a different technique by Buslaev and Faddeev. Their results imply that

$$
\begin{align*}
& a_{p}=(-)^{p} 2^{-2 p-1} Q_{2 p+1}  \tag{3.20}\\
& d_{p}=p^{-1} \sum_{n} E_{n}^{p}+(-)^{p+1} 2^{-2 p} Q_{2 p} \tag{3.21}
\end{align*}
$$

where the coefficients $Q_{n}$ are obtained from the recursion relations ${ }^{17}$

$$
\begin{equation*}
Q_{p}=V_{p-1}+\sum_{j=1}^{p-1} \frac{j}{p} V_{p-j-1} Q_{j} \tag{3.22}
\end{equation*}
$$

${ }^{17}$ It is easily seen that these recursion relations are solved by the explicit formulas

$$
\begin{aligned}
Q_{p} & =\sum(m-1)!\prod_{j=1}^{l}\left[V_{j-1}^{s_{j}} / s_{j}!\right], \\
V_{p-1} & =-\sum(-)^{m} \prod_{j=1}^{l}\left[Q_{j}^{s_{j}} / s_{j}!\right]
\end{aligned}
$$

where, in both sums, we have

$$
m=\sum_{j=1}^{l} s_{j}
$$

and both sums extend over all positive integral values of $l$ and $s_{l}$ and nonnegative integral values of $s_{j},(j=1,2, \cdots, l-1)$ such that

$$
\sum_{j=1}^{l} s_{j}=p
$$

These equations are obtained using the technique of Appendix $G$, Eqs. (G18) ff. This is applicable because the $Q_{\text {, }}$ 's are the coefficients of the asymptotic expansion of the logarithm of a function whose asymptotic expansion is characterized by the coefficients $V_{j}$.
where, by definition,

$$
\begin{equation*}
V_{l}=\lim _{r \rightarrow \infty} V_{l}(r), \tag{3.23}
\end{equation*}
$$

and the functions $V_{l}(r)$ are obtained by recursion from

$$
\begin{equation*}
V_{0}(r)=-\int_{0}^{r} d s V(s) \tag{3.24}
\end{equation*}
$$

and

$$
\begin{equation*}
V_{l}(r)=V^{(l-1)}(0)+\sum_{m=0}^{l-1}\binom{l-1}{m} \int_{0}^{r} d s V_{m}(s) V^{(l-1-m)}(s) . \tag{3.25}
\end{equation*}
$$

As usual, by $V^{(n)}(r)$ we indicate the $n$th derivative of the potential. From these relationships Buslaev and Faddeev find

$$
\begin{align*}
& Q_{1}=-\int_{0}^{\infty} d r V(r)  \tag{3.26}\\
& Q_{2}=V(0)  \tag{3.27}\\
& Q_{3}=V^{\prime}(0)+\int_{0}^{\infty} d r V^{2}(r),  \tag{3.28}\\
& Q_{4}=V^{\prime \prime}(0)-2 V^{2}(0) \tag{3.29}
\end{align*}
$$

Inserting the expressions for $Q_{2}$ and $Q_{4}$ in Eqs. (3.21) and (3.17), they obtain explicit expressions for $V(0)$ and $V^{\prime \prime}(0)$. However, it is clear that this approach cannot produce an expression for the first derivative $V^{\prime}(0)$ nor for the higher derivatives, except in the case of an even potential. (In fact, $Q_{6}$ is a linear combination of $V^{\text {IV }}(0), V^{\prime \prime}(0) V(0),\left[V^{\prime}(0)\right]^{2}$ and $[V(0)]^{3}$; see Appendices F, G, and H.)

## 4. METHOD OF ASYMPTOTIC EXPANSION

Because the method which we treat in this section is mainly based on the relationship between the coefficients of the asymptotic expansion of the scattering parameters and the potential, we begin our discussion with an analysis of this problem. We follow the approach of Verde.?

Let us introduce the function

$$
\begin{equation*}
g(k, r)=i k+f^{\prime}(k, r) / f(k, r) . \tag{4.1}
\end{equation*}
$$

The radial Schrödinger equation (2.4) satisfied by $f(k, r)$ implies for $g(k, r)$ the Riccati equation

$$
\begin{equation*}
g^{\prime}(k, r)=V(r)+2 i k g(k, r)-g^{2}(k, r), \tag{4.2}
\end{equation*}
$$

while the condition Eq. (2.5) implies that $g(k, r)$ vanishes asymptotically:

$$
\begin{equation*}
g(k, \infty)=0 \tag{4.3}
\end{equation*}
$$

On the other hand, at the origin

$$
\begin{equation*}
g(k, 0) \equiv g(k) \tag{4.4}
\end{equation*}
$$

where the function $g(k)$ is the same as the one introduced in Sec. 2, Eq. (2.20).

We now introduce the asymptotic expansion in $k$ :

$$
\begin{equation*}
g(k, r)=\sum_{n=0}^{N} g_{n}(r)(-2 i k)^{-n-1}+O\left(k^{-N-2}\right) . \tag{4.5}
\end{equation*}
$$

Inserting this expansion in Eq. (4.2), we obtain the recursion relations:

$$
\begin{equation*}
g_{n}^{\prime}(r)+g_{n+1}(r)+\sum_{m=0}^{n-1} g_{m}(r) g_{n-1-m}(r)=0, \quad n \geq 1 \tag{4.6}
\end{equation*}
$$

These equations, together with the starting conditions

$$
\begin{equation*}
g_{0}(r)=V(r), \quad g_{1}(r)=-V^{\prime}(r) \tag{4.7}
\end{equation*}
$$

and the asymptotic property

$$
\begin{equation*}
g_{n}(\infty)=0, \tag{4.8}
\end{equation*}
$$

are sufficient to determine by recursion all the functions $g_{n}(r)$. We also introduce the notation

$$
\begin{equation*}
g_{n} \equiv g_{n}(0) \tag{4.9}
\end{equation*}
$$

which implies the asymptotic expansion

$$
\begin{equation*}
g(k)=\sum_{n=0}^{N} g_{n}(-2 i k)^{-n-1}+O\left(k^{-N-2}\right) . \tag{4.10}
\end{equation*}
$$

It is important to notice that knowledge of the quantities $g_{m}$ for all $m$ up to $n$ implies knowledge of the quantities

$$
\begin{equation*}
\left.g_{0}^{(m)} \equiv \frac{d^{m}}{d r^{m}} g_{0}(r)\right|_{r=0}=\left.v_{m} \equiv \frac{d^{m}}{d r^{m}} V(r)\right|_{r=0} \tag{4.11}
\end{equation*}
$$

for all $m$ up to $n$. This is a consequence of the recursion relations

$$
\begin{align*}
\bar{g}_{n}^{(p)}=(-)^{p} g_{n} & +(-)^{p} \sum_{m=0}^{p-1}(-)^{m} \sum_{t=0}^{m}\binom{m}{t} \\
& \times \sum_{u=t}^{n-m+t-2} \bar{g}_{u}^{(t)} \bar{g}_{n-2-u}^{(m-t)}, \quad(n \geq p), \tag{4.12}
\end{align*}
$$

where

$$
\begin{equation*}
\bar{g}_{n}^{(p)}=\left.\frac{d^{p}}{d r^{\nu}} g_{n-\nu}(r)\right|_{r=0}, \quad(n \geq p) . \tag{4.13}
\end{equation*}
$$

These relations are derived from Eq. (4.6) in Appendix F. They explicitly imply that $\bar{g}_{n}^{(p)}$ is determined once the quantities $\bar{g}_{l}^{(m)}$ are given for all $m$ up to $p-1$ and for all $l$ up to $n$; therefore, by recursion, $\bar{g}_{n}^{(p)}$ is determined once the quantities $\bar{g}_{l}^{(0)}$ are given for all $l$ up to $n$. But by definition,

$$
\begin{equation*}
\bar{g}_{i}^{(0)}=g_{l} . \tag{4.14}
\end{equation*}
$$

Note, that in addition to having shown that the quantity $g_{0}^{(n)}=v_{n}$ is determined by the quantities $g_{1}$
for all $l$ up to $n$, we may assert that the structure of the relationship between these quantities must be the following:

$$
\begin{equation*}
v_{p}=\Sigma\left(p, l \mid s_{1}, s_{2}, \cdots, s_{l}\right) \prod_{j=1}^{l} g_{s_{j}} \tag{4.15a}
\end{equation*}
$$

where the sum extends over all positive integers $l$ and nonnegative integers $s_{j}$. The coefficients ( $p, l \mid s_{1}$, $\cdots, s_{l}$ ) depend only on the arguments shown, and vanish unless

$$
\begin{equation*}
\sum_{j=1}^{l} s_{j}+2 l=p+2 \tag{4.15b}
\end{equation*}
$$

This dimensional condition severely restricts the number of terms in the sum. In particular, the maximum value of $l$ allowed is

$$
\begin{align*}
l_{\mathrm{MAX}} & =1+p / 2, & & \text { for even } p  \tag{4.15c}\\
& =1+(p-1) / 2, & & \text { for odd } p \tag{4.15d}
\end{align*}
$$

A detailed discussion of the sum of Eq. (4.15a) and of the coefficients entering into it is given in Appendix F.

It should be emphasized that what we have now shown implies that knowledge of the quantities $g_{m}$ for all $m$ is sufficient, in principle, for the reconstruction of the whole potential (which is, by assumption, a holomorphic function of $r$, and can therefore be obtained from all its derivatives at the origin).

But the quantities $g_{m}$ are known once the phase shift and the bound state parameters are known. In fact, from Eq. (2.19) we infer that

$$
\begin{align*}
g_{2 p+1} & =\tilde{g}_{2 p+1}+2^{2 p+2} \sum_{n} C_{n}\left(-E_{n}\right)^{p},  \tag{4.16}\\
g_{2 p} & =\tilde{g}_{2 p}, \tag{4.17}
\end{align*}
$$

where the quantities $\tilde{g}_{n}$ are the asymptotic coefficients of the expansion in inverse power of ( $-2 i k$ ) of the function $\tilde{g}(k)$ :

$$
\begin{equation*}
\tilde{g}(k)=\sum_{n=0}^{N} \tilde{g}_{n}(-2 i k)^{-n-1}+O\left(k^{-N-2}\right) . \tag{4.18}
\end{equation*}
$$

The explicit expression of $\tilde{g}(k)$ in terms of the phase shift and the bound state energies is given by Eqs. (2.30). From these expressions it is possible to derive explicit formulas for the coefficients $\tilde{g}_{n}$. The details of this derivation, which is based on a method due to Roberts, ${ }^{6}$ are given in Appendix G. The final formulas are Eq. (G40) for the odd coefficients $\tilde{g}_{2 p+1}$ and Eqs. (G34), (G35), and (G17) for the even coefficients $\tilde{g}_{2 p}$. [Explicit expressions for the even coefficients $\tilde{g}_{2 p}$ up to $2 p=10$ are displayed in Eqs. (G37).] We remark that the even coefficients $\tilde{g}_{2 p}$ are given by combinations of the generalized moments (of odd
order) of the phase shift, while the odd coefficients $\tilde{g}_{2 p+1}$ are directly proportional to the generalized moments (of even order) of the "spectral function" $|f(k)|^{-2}$. As we already noted, these coefficients $\tilde{g}_{n}$ depend on the scattering phase shift and on the energies of the bound states, but are independent of the bound state normalization coefficients $C_{n}$. It is only the odd coefficients $g_{2 p+1}$ which depend on these parameters, and in the simple manner displayed in Eq. (4.16).

We are finally in the position to write down explicit expressions for the values of the potential and its derivatives at the origin in terms of the phase shift and the bound-state parameters. The procedure is to express, by means of Verde's recursion relations, the quantities $v_{n}$ in terms of the coefficients $g_{s}$, through Eq. (4.15) [or, more conveniently, through Eqs. (F8) and (4.9)] and then to express the coefficients $g_{s}$ in terms of the phase shift and the bound-state parameters through Eqs. (4.16), (4.17), (G40), (2.29), (G34), (G35), and (G17). This procedure is in principle the same one employed by Roberts, ${ }^{6}$ except for the fact that he concentrated on the asymptotic expansion of the function $h(k)$ of Eqs. (G8) rather than on $g(k)$ or $\tilde{g}(k)$. He therefore, obtained the results corresponding to the even coefficients $g_{2 p}$, but not those corresponding to the odd coefficients $g_{2 p+1}$. Thus his results were not sufficient to derive an expression for the first derivative of the potential in the origin, nor for the derivatives higher than the second, except for even potentials. (A more detailed comparison of Roberts' results with ours is presented in Appendix H.)

We end this section by writing the explicit formulas for the derivatives of the potential at the origin which obtain with the technique we have just illustrated. We condense all these equations in the formula

$$
\begin{equation*}
v_{p}=\Sigma\left[p, l \mid s_{2}, s_{3}, \cdots, s_{l+1}\right] \prod_{j=2}^{l+1} J_{j}^{s_{j}}, \tag{4.19}
\end{equation*}
$$

where

$$
\begin{align*}
J_{2 j}=(-)^{j+1} 2^{2 j+2} & {\left[\frac{1}{j} \sum_{n} E_{n}^{j}+\frac{2}{\pi(2 j-1)!}\right.} \\
& \left.\times \int_{0}^{\infty} d k D_{k}^{2 j-1} \eta(k)\right]=(-)^{j+1} 2^{2 j+1} L_{j} \tag{4.20}
\end{align*}
$$

and

$$
\begin{align*}
J_{2 j+1}= & (-)^{j+1} 2^{2 j}\left[\sum_{n} C_{n} E_{n}^{j-1}-\frac{2}{\pi(2 j+1)!}\right. \\
& \left.\times \int_{0}^{\infty} d k D_{k}^{2 j+1}\left(k^{-1}|f(k)|^{-2}\right)\right]=g_{2 j-1} . \tag{4.21}
\end{align*}
$$

(Note that these integrals extend only over positive values of $k$.) The sum in Eq. (4.19) extends over all

Table I. The coefficients $\left[p, l \mid s_{2}, \cdots, s_{l+1}\right.$ ] of Eq. (4.19) for $p$ up to 10 . These coefficients have been evaluated by computer from Eqs. (F8), (4.9), (4.16), (4.17), (G34), (4.20), (4.21), and from the data of Table II. The coefficients up to $p=6$ have been checked by hand. All the nonvanishing coefficients are printed.

```
\([1,2 \mid 0,1]=-1\).
\([2,1 \mid 2]=\frac{1}{8} ;[2,3 \mid 0,0,1]=-\frac{1}{4}\).
\([3,2 \mid 1,1]=1 ;[3,4 \mid 0,0,0,1]=-1\).
\([4,1 \mid 3]=-\frac{1}{6} ;[4,2 \mid 0,2]=5 ;[4,3 \mid 1,0,1]=\frac{1}{2} ;[4,5 \mid 0,0,0,0,1]=-\frac{1}{4}\).
\([5,2 \mid 2,1]=-\frac{13}{4} ;[5,3 \mid 0,1,1]=\frac{9}{2} ;[5,4 \mid 1,0,0,1]=2 ;[5,6 \mid 0,0,0,0,0,1]=-1\).
\([6,1 \mid 4]=\frac{1}{2} ;[6,2 \mid 1,2]=-28 ;[6,3 \mid 0,0,2]=\frac{s}{4} ;[6,3 \mid 2,0,1]=-2 ;[6,4 \mid 0,1,0,1]=28 ;\)
    \([6,5 \mid 1,0,0,0,1]=\frac{3}{4} ;[6,7 \mid 0,0,0,0,0,0,1]=-\frac{1}{4}\).
\([7,2 \mid 0,3]=-140 ;[7,2 \mid 3,1]=\frac{97}{8} ;[7,3 \mid 1,1,1]=-37 ;[7,4 \mid 0,0,1,1]=17\);
    \([7,4 \mid 2,0,0,1]=-\frac{23}{2} ;[7,5 \mid 0,1,0,0,1]=10 ;[7,6 \mid 1,0,0,0,0,1]=3 ;\)
    \([7,8 \mid 0,0,0,0,0,0,0,1]=-1\).
\([8,1 \mid 5]=-\frac{38}{2} ;[8,2 \mid 2,2]=258 ;[8,3 \mid 1,0,2]=-14 ;[8,3 \mid 3,0,1]=\frac{38}{3} ;\)
    \([8,4 \mid 0,0,0,2]=69 ;[8,4 \mid 1,1,0,1]=-246 ;[8,5 \mid 0,0,1,0,1]=7 ;[8,5 \mid 2,0,0,0,1]=-5 ;\)
    \([8,6 \mid 0,1,0,0,0,1]=54 ;[8,7 \mid 1,0,0,0,0,0,1]=1 ;[8,9 \mid 0,0,0,0,0,0,0,0,1]=-\frac{1}{4}\).
\([9,2 \mid 1,3]=2310 ;[9,2 \mid 4,1]=-\frac{6047}{48} ;[9,3 \mid 0,1,2]=-\frac{291}{4} ;[9,3 \mid 2,1,1]=\frac{1667}{4}\);
    \([9,4 \mid 1,0,1,1]=-208 ;[9,4 \mid 0,2,0,1]=-2310 ;[9,4 \mid 3,0,0,1]=\frac{523}{6}\);
    \([9,5 \mid 0,0,0,1,1]=\frac{12}{2} \frac{5}{2} ;[9,5 \mid 1,1,0,0,1]=-115 ;[9,6 \mid 0,0,1,0,0,1]=\frac{83}{2}\);
    \([9,6 \mid 2,0,0,0,0,1]=-\frac{10}{4} 7 ;[9,7 \mid 0,1,0,0,0,0,1]=\frac{35}{2} ;[9,8 \mid 1,0,0,0,0,0,0,1]=4\);
    \([9,10 \mid 0,0,0,0,0,0,0,0,0,1]=-1\).
\([10,1 \mid 6]=\frac{59}{3} ;[10,2 \mid 0,4]=11550 ;[10,2 \mid 3,2]=-\frac{0196}{3} ;[10,3 \mid 0,0,3]=-\frac{164}{3}\);
    \([10,3 \mid 2,0,2]=190 ;[10,3 \mid 1,2,1]=5852 ;[10,4 \mid 1,0,0,2]=-836 ;\)
    \([10,4 \mid 0,1,1,1]=-3652 ;[10,4 \mid 2,1,0,1]=3344 ;[10,5 \mid 0,0,0,0,2]=\frac{63}{4} ;\)
    \([10,5 \mid 1,0,1,0,1]=-108 ;[10,5 \mid 0,2,0,0,1]=-1100 ;[10,5 \mid 3,0,0,0,1]=46\);
    \([10,6 \mid 0,0,0,1,0,1]=418 ;[10,6 \mid 1,1,0,0,0,1]=-682 ;[10,7 \mid 0,0,1,0,0,0,1]=15\),
    \([10,7 \mid 2,0,0,0,0,0,1]=-10 ;[10,8 \mid 0,1,0,0,0,0,0,1]=88\);
    \([10,9 \mid 1,0,0,0,0,0,0,0,1]=\frac{5}{4} ;[10,11 \mid 0,0,0,0,0,0,0,0,0,0,1]=-\frac{1}{4}\).
```

positive integral values of $l$ and $s_{l+1}$ and all nonnegative integral values of $s_{j}, j=2,3, \cdots, l$, such that

$$
\begin{equation*}
\sum_{j=2}^{l+1} j s_{j}=p+2 \tag{4.22}
\end{equation*}
$$

(A simple way to check this condition is a dimensional count.) Thus the maximum value of $l$ appearing in Eq. (4.19) is

$$
\begin{equation*}
l_{\max }=p+1 \tag{4.23}
\end{equation*}
$$

All the coefficients $\left[p, l \mid s_{2}, \cdots, s_{l+1}\right]$ for $p$ up to 10 are given in Table I.

## 5. REMARKS ON THE INVERSE PROBLEM

As it is well known, given the scattering phase shift $\eta(k)$, the (negative) bound-state energies $E_{n}$ and the (positive) bound-state normalization coefficients $C_{n}$, there exists one and only one corresponding potential $V(r) .^{18}$ On the other hand, there exists an $N$ parameter family of "( $S$-wave) physically equivalent" potentials, which have associated with them the same ( $S$-wave) scattering phase shift $\eta(k)$ and the same bound-state energies $E_{n}$ without any restriction on the coefficients $C_{n} ; N$ is the number of ( $S$-wave) bound states. ${ }^{19}$ The

[^82]relation between these physically equivalent ${ }^{20}$ potentials has received much attention, especially from the point of view of their asymptotic behavior. ${ }^{9.15,21}$ Here we give some results which instead concern their behavior at the origin. We then discuss some properties of the phase shift and bound-state parameters associated with even potentials.

Theorem 1: The value at the origin of all physically equivalent potentials is the same. This also applies to the value at the origin of their second derivatives.

This well-known ${ }^{9,15}$ result follows trivially from the explicit expressions of $V(0)$ and $V^{\prime \prime}(0)$, Eqs. (1.1) and (6.6). It should be noted that these formulas were already derived by Buslaev and Faddeev, ${ }^{4}$ Percival, ${ }^{5}$ and Roberts. ${ }^{6}$

Theorem 2: Among a class of physically equivalent potentials there may exist only one which is even.

This theorem follows already, for instance, from the work of Percival, ${ }^{5}$ reported in Sec. 3, because that work implies that an even potential depends only on

[^83]the phase shift and the bound state energies, and not on the $C_{n}$ 's. A more direct method to prove this result is to note that, from Eqs. (B2) and (B3), it follows that $\partial v_{2 n} / \partial C_{l}$ vanishes for all (integral) values of $n$ and $l$ if all $v_{2_{n+1}}$ vanish.

Theorem 3: The necessary and sufficient conditions that the $S$-wave phase shift and bound state parameters must satisfy in order for the corresponding potential to be even are

$$
\begin{align*}
\sum_{n} C_{n} E_{n}^{j-1}-\frac{2}{\pi(2 j+1)!} \\
\times \int_{0}^{\infty} d k k^{2 j+1} \frac{d^{2 j+1}}{d k^{2 j+1}}\left[k^{2 j}|f(k)|^{-2}\right]=0 \\
j=1,2, \cdots \tag{5.1}
\end{align*}
$$

An equivalent condition is

$$
\begin{equation*}
\lim _{k \rightarrow \infty}\left[k^{m} \operatorname{Re} g(k)\right]=0, \quad(\operatorname{Im} k=0) \tag{5.2}
\end{equation*}
$$

where $m$ is arbitrary
The functions $|f(k)|$ and $\operatorname{Re} g(k)$ in these formulas are those defined in Eqs. (2.29), (2.19), and (2.23).

The proof of this theorem is immediate. Note that Eq. (5.1) corresponds simply, through Eq. (4.21), to the condition that all $J_{j}$ 's with odd $j$ vanish. This implies, through Eqs. (4.19) and (4.22), that all $v_{p}$ with odd $p$ vanish. [In fact, if all the $j$ 's in Eq. (4.22) are even, $p$ is also necessarily even.] On the other hand, it is easily seen that Eqs. (4.19) and (4.22) imply

$$
\begin{align*}
v_{p}= & {[p, p+1 \mid 0,0, \cdots, 1] J_{p} } \\
& +G_{p}\left[J_{2}, J_{3}, \cdots, J_{p-2}\right], \tag{5.3}
\end{align*}
$$

where $G_{p}$ vanishes if $p$ is odd and if all $J_{j}$ vanish for odd $j<p$ [see the explicit Eqs. (6.5)-(6.8)]. Thus, if all $v_{p}$ 's with odd $p$ vanish, also all $J_{p}$ 's with odd $p$ must vanish. Finally, the equivalence of Eq. (5.2) to Eq. (5.1) follows from the fact that the $J_{j}$ 's (or, equivalently, the $g_{j}$ 's) with odd $j$ are the coefficients of the asymptotic expansion of $\operatorname{Re} g(k)$, for real $k$, as implied by Eqs. (2.19), (2.25a), and (4.10).

Note that this theorem implies that, for an even potential, the energies of the bound states and the bound-state normalization constants may be expressed in terms of the phase shift (which, in addition, must satisfy an infinite number of additional equations). For instance, for an even potential which possesses only one ( $S$-wave) bound state, we find, from Eqs.
(5.1) and (2.29), the implicit relations

$$
\begin{align*}
& E_{1}=\frac{1}{20} \frac{\int_{0}^{\infty} d k D_{k}^{5}\left[k^{3}\left(k^{2}-E_{1}\right)^{-2} e^{-2 \Delta(k)}\right]}{\int_{0}^{\infty} d k D_{k}^{3}\left[k^{3}\left(k^{2}-E_{1}\right)^{-2} e^{-2 \Delta(k)}\right]},  \tag{5.4}\\
& C_{1}=\frac{1}{3 \pi} \int_{0}^{\infty} d k D_{k}^{3}\left[k^{3}\left(k^{2}-E_{1}\right)^{-2} e^{-2 \Delta(k)}\right], \tag{5.5}
\end{align*}
$$

the operator $D_{k}$ being that introduced in Appendix D and $\Delta(k)$ being explicitly expressed in terms of the phase shift in Eq. (2.50). It should be emphasized that these results hold for a potential which is represented by a holomorphic function of $r$ (and which vanishes sufficiently fast at infinity), and that by the term "even" we mean a potential such that all its derivatives of odd order vanish at the origin.
Some consequences of Theorem 3 which concerns the very special case of even Bargmann's potentials ${ }^{9.21}$ are discussed in Appendix I.

Theorem 4: Two ( $S$-wave) physically equivalent potentials are identical if the values at the origin of all their derivatives up to the order $2 N-1$ coincide, $N$ being the number of ( $S$-wave) bound states.
Proof: It follows from Verde's recursion relations, Eqs. (4.6) and (4.7), and the definition equation (4.9), that all quantities $g_{n}$ for $n$ up to $p$ are determined if the values of all derivatives of the potential up to the order $p$ are assigned. On the other hand, once the quantities $g_{n}$ for $n$ up to $2 N-1$ are assigned, the $N$ equations (4.16) with $p=0,1, \cdots, N-1$ are sufficient to determine the $N$ coefficients $C_{n}$-provided, of course, that the quantities $g_{n}$ and $E_{n}$ are known. These equations in fact constitute a linear system of $N$ equations for the $N$ unknown coefficients $C_{n}$; and it is easily seen that the determinant of its coefficients cannot vanish, since all the bound-state energies must be different from one another. ${ }^{22}$ Thus, if in addition to the phase shift and the bound-state energies, which determine all the $g_{n}$ 's, the values at the origin of the derivatives of the potential are assigned up to the order $2 N-1$, the bound-state normalization coefficients $C_{n}$ are determined, and therefore, the corresponding potential is uniquely characterized.
Q.E.D.

## 6. SUMMARY OF RESULTS

For the convenience of the reader who is more interested in the results than in their derivation we collect here the relevant final formulas.

[^84]This paper has focussed on the derivation of explicit expressions for the values of the (holomorphic) potential $V(r)$ and its derivatives at the origin in terms of the $S$-wave scattering phase shift $\eta(k)$, the (negative) $S$-wave bound-state energies $E_{n}$, and the bound-state normalization coefficients $C_{n}$ [defined in Eq. (2.10) and (2.9)]. These expressions are condensed in the formula

$$
\begin{equation*}
V^{(p)}(0)=\sum\left[p, l \mid s_{2}, \cdots, s_{l+1}\right] \prod_{j=2}^{l+1} J_{j}^{s_{j}} \tag{4.19}
\end{equation*}
$$

the sum being extended over all positive integral values of $l$ and $s_{l+1}$ and over nonnegative integral values of $s_{j}, j=2,3, \cdots, l$, which are consistent with the dimensional condition

$$
\begin{equation*}
\sum_{j=2}^{l+1} j s_{j}=p+2 \tag{4.22}
\end{equation*}
$$

The universal coefficients $\left[p, l \mid s_{2}, \cdots, s_{l+1}\right.$ ] depend only on the indices shown and are tabulated up to $p=10$ in Table I. The even quantities $J_{2 j}$ are essentially the generalized momentum moments (of odd order) of the phase shift; they depend on the phase shift and on the bound state energies, but are independent of the normalization coefficients:

$$
\begin{align*}
J_{2 j}= & (-)^{j+1} 2^{2 j+2}\left\{\frac{2}{\pi(2 j-1)!} \int_{0}^{\infty} d k k^{2 j-1} \frac{d^{2 j-1}}{d k^{2 j-1}}\right. \\
& \left.\times\left[k^{2 j-1} \eta(k)\right]+\frac{1}{j} \sum_{n} E_{n}^{j}\right\},  \tag{4.20}\\
= & (-)^{j+1} 2^{2 j+2}\left\{-\frac{2}{\pi} \int_{0}^{\infty} d k k^{2 j-1}\right. \\
& \left.\times\left[\eta(k)-\sum_{n=0}^{j-1} a_{n} k^{-2 n-1}\right]+\frac{1}{j} \sum_{n} E_{n}^{j}\right\} \tag{6.1}
\end{align*}
$$

The coefficients $a_{n}$ entering in this equation are those characterizing the asymptotic behavior of $\eta(k)$,

$$
\begin{equation*}
\eta(k)=\sum_{n=0}^{N} a_{n} k^{-2 n-1}+O\left(k^{-2 N-3}\right) . \tag{2.41}
\end{equation*}
$$

The odd quantities $J_{2 j+1}$ are essentially the generalized momentum moments (of even order) of the spectral function $|f(k)|^{-2}$; they depend explicitly also upon the normalization coefficients $C_{n}$ :

$$
\begin{align*}
J_{2 j+1}= & (-)^{j+1} 2^{2 j}\left\{\frac{-2}{\pi(2 j+1)!} \int_{0}^{\infty} d k k^{2 j+1} \frac{d^{2 j+1}}{d k^{2 j+1}}\right. \\
& \left.\times\left[k^{2 j}|f(k)|^{-2}\right]+\sum_{n} C_{n} E_{n}^{j-1}\right\},  \tag{4.2}\\
= & (-)^{j+1} 2^{2 j}\left\{\frac{2}{\pi} \int_{0}^{\infty} d k k^{2 j}\right. \\
& \times\left[|f(k)|^{-2}-1-\sum_{n=0}^{j-1}(-)^{n} \tilde{g}_{2 n} k^{-2 n-2}\right] \\
& \left.+\sum_{n} C_{n} E_{n}^{j-1}\right\} . \tag{6.2}
\end{align*}
$$

The coefficients $\tilde{g}_{2 n}$ entering in this equation have been introduced previously; they characterize the asymptotic behavior of $|f(k)|^{-2}$ through

$$
\begin{equation*}
|f(k)|^{-2}=1+\sum_{n=0}^{N}(-)^{n} \tilde{g}_{2 n} k^{-2 n-2}+O\left(k^{-2 N-4}\right) \tag{6.3}
\end{equation*}
$$

as implied by Eqs. (2.22) and (4.18). The "spectral function" $|f(k)|^{-2}$ is expressed in terms of the phase shift and bound state energies by the well-known formula [see Eq. (2.29)]

$$
\begin{equation*}
|f(k)|^{-2}=e^{-2 \Delta(k)}\left[\prod_{n}\left(1-\frac{E_{n}}{k^{2}}\right)\right]^{-2}, \tag{6.4}
\end{equation*}
$$

with

$$
\begin{equation*}
\Delta(k)=-\frac{2}{\pi} P \int_{0}^{\infty} d q \frac{q}{q^{2}-k^{2}} \eta(q) . \tag{2.50}
\end{equation*}
$$

Below we display the first few cases contained in Eq. (4.19) above:

$$
\begin{align*}
V(0) & =-\frac{1}{4} J_{2}  \tag{1.1}\\
V^{\prime}(0) & =-J_{3}  \tag{6.5}\\
V^{\prime \prime}(0) & =\frac{1}{8} J_{2}^{2}-\frac{1}{4} J_{4},  \tag{6.6}\\
V^{\prime \prime \prime}(0) & =J_{2} J_{3}-J_{5}  \tag{6.7}\\
V^{\text {iv }}(0) & =-\frac{1}{6} J_{2}^{3}+5 J_{3}^{2}+\frac{1}{2} J_{2} J_{4}-\frac{1}{4} J_{6} . \tag{6.8}
\end{align*}
$$

In the very special case of an even potential, all the odd quantities $J_{2 j+1}$ vanish; this implies conditions on the scattering phase shift (and on the bound-state energies and normalization coefficients, if bound states are present). These conditions, Eqs. (5.1) or (5.2), yield (implicit) expressions of the bound state parameters in terms of the phase shift. For instance, if only one bound state is present, one finds

$$
\begin{align*}
& E_{1}=\frac{1}{20} \frac{\int_{0}^{\infty} d k k^{5} \frac{d^{5}}{d k^{5}}\left[k^{8}\left(k^{2}-E_{1}\right)^{-2} e^{-2 \Delta(k)}\right]}{\int_{0}^{\infty} d k k^{3} \frac{d^{3}}{d k^{3}}\left[k^{6}\left(k^{2}-E_{1}\right)^{-2} e^{-2 \Delta(k)}\right]},  \tag{5.4}\\
& C_{1}=\frac{1}{3 \pi} \int_{0}^{\infty} d k k^{3} \frac{d^{3}}{d k^{3}}\left[k^{6}\left(k^{2}-E_{1}\right)^{-2} e^{-2 \Delta(k)}\right], \tag{5.5}
\end{align*}
$$

with $\Delta(k)$ given by Eq. (2.50) reported above. Obviously, in this case the (even) derivatives of the potential at the origin are expressed as polynomials of the even coefficients $J_{2 j}$, i.e., only in terms of the generalized momentum moments of the phase shift. This conclusion was already obtained in the work of Percival ${ }^{5}$ (see Sec. 3).
In addition to these results, it is possible to obtain expressions for certain integrals over the potential,
namely

$$
\begin{align*}
& \int_{0}^{\infty} d r V(r)=-2 a_{0}  \tag{H10}\\
\int_{0}^{\infty} d r V^{2}(r)= & -2^{3} a_{1}+4 \sum_{n} C_{n} \\
& +\frac{4}{3 \pi} \int_{0}^{\infty} d k k^{3} \frac{d^{3}}{d k^{3}}\left[k^{2}|f(k)|^{-2}\right] \tag{6.9}
\end{align*}
$$

where the coefficients $a_{n}$ are those characterizing the asymptotic behavior of the scattering phase shift as given by Eq. (2.41) above, and may therefore also be expressed [see Eq. (D7)] through the equations

$$
\begin{equation*}
a_{n}=\frac{1}{(2 n)!} \int_{0}^{\infty} d k k^{2 n} \frac{d^{2 n+1}}{d k^{2 n+1}}\left[k^{2 n+1} \eta(k)\right] \tag{6.10}
\end{equation*}
$$

These expressions are obtained from Verde's results on the asymptotic behavior of the scattering phase shift; to obtain Eq. (6.9) one needs, in addition, the expression for $V^{\prime}(0)$ in terms of the phase shift and the bound state parameters, Eq. (6.5), derived in this paper. As is emphasized at the end of Appendix H , it is not possible to obtain other simple expressions of this kind for the potential-for instance, an expression for the integral of $V^{3}(r)$. In fact, the next expression one would get by this method is one for the quantity

$$
\begin{equation*}
\int_{0}^{\infty} d r V^{3}(r)+\frac{1}{2} \int_{0}^{\infty} d r\left[V^{\prime}(r)\right]^{2} \tag{6.11}
\end{equation*}
$$

and it is implied by Eq. (H12).
Finally, we report the exact expression, valid within the manifold of physically equivalent potentials, which is derived in Appendix B:

$$
\begin{equation*}
\int_{0}^{\infty} d r r V(r)-2 \sum_{n} \ln C_{n}=\int_{0}^{\infty} d r r \bar{V}(r)-2 \sum_{n} \ln \bar{C}_{n} \tag{B13}
\end{equation*}
$$

It is, on the other hand, easily seen that Eq. (B9) does not provide a new result, being directly implied by Eq. (6.9) above.

## 7. CONCLUSIONS

The principal aim of this paper has been to obtain explicit expressions for the values of a potential and of its derivatives at the origin in terms of its $S$-wave scattering phase shift and of the parameters of its $S$-wave bound states. The discussion has been restricted to potentials represented by holomorphic functions of $r$, and vanishing at infinity sufficiently fast for the usual treatment of scattering theory to apply. We have reviewed previous work on this subject and have discussed different routes to obtain this kind of result. Our attempt to explore all the available techniques
was motivated by our intention to initiate with this paper a program aimed at the extension of this approach to more general cases.

The method which proved most convenient in the present case is that based on the asymptotic and analyticity properties of the scattering functions: the use of asymptotic techniques leads to explicit relationships between the features of the interaction at short distances and the parameters characterizing the asymptotic behavior of appropriate functions (or rather functionals) of the scattering phase shift; the analyticity properties characterizing the dependence of these functions upon the linear momentum $k$ make it possible to express these asymptotic parameters as integrals extending over all physical values of $k$. These methods bear a certain resemblance to certain techniques recently employed in the theory of elementary particles, within the framework of dispersion relations and the so-called superconvergence sum rules.

As we have already emphasized, we hope that results of this kind will eventually be useful in phenomenological applications. We are, however, aware that the concentration on the properties of the potential in the neighborhood of the origin, which has been characteristic of this paper, does not appear, from this point of view, very promising. In fact, generally in the realm of elementary particle interactions and of nuclear physics, the potential model (even when it is adequate to describe the interaction at large distances) becomes inapplicable at short distances. Connected with this difficulty is the fact that the present approach concentrates upon the asymptotic behavior of the scattering parameters at large energies, namely in that very energy region where the potential model is phenomenologically inadequate; but this difficulty is, to a certain extent, bypassed in our results exploiting the analyticity properties of the scattering functions to obtain the parameters characterizing their asymptotic behavior from their over-all dependence upon the linear momentum $k$. Of course, the necessity to use the values of the scattering phase shift for all physical energies as input data remains an unavoidable difficulty.

We do not elaborate on the extension of these results to more general cases, except to note that the generalizations which are naturally suggested include nonholomorphic potentials, higher partial waves, multichannel problems and complex potentials, the scattering of Klein-Gordon and Dirac particles, and more general relativistic models. The principal hindrance to progress along these lines is connected with the (largely unexplored) complications which
are a feature of the asymptotic behavior of scattering phase shifts as soon as the restrictions to the case of holomorphic potentials and to $S$ waves are dropped. Another promising direction of research, consistent with the philosophy advocated in this paper, but implying more radical modifications in the approach, takes as point of departure a kind of information derived from the scattering process different from that contained within a single scattering phase shift (or something analogous in more complicated cases) assumed known for all energies; for instance, the angular scattering amplitude at one energy, or the total cross section for all energies.
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$$
\left\{n, l \mid s_{1}, \cdots, s_{l}\right\} \quad \text { and } \quad\left[n, l \mid s_{2}, \cdots, s_{l+1}\right]
$$

## APPENDIX A

In this Appendix we prove that the function $g(k)$ defined by Eq. (2.19) is holomorphic in the half-plane $\operatorname{Im} k<0$. As noted in Sec. 2, the meromorphy of this function is immediately implied by the well-known property of holomorphy for Im $k<0$ of the Jost solution $f(k, r)$, and therefore also of the two functions $f^{\prime}(k, 0)$ and $f(k)$. To complete the proof there remains to show that all the poles of the function $g(k)$, defined by Eq. (2.20), which occur at the zeros of $f(k)$ in the lower half-plane, are exactly cancelled by the poles explicitly contained in the sum on the right-hand side of Eq. (2.19). [That the only zeros of $f(k)$ in the lower half-plane occur at $k=-i\left(-E_{n}\right)^{\frac{1}{2}}$, where $E_{n}$ indicate the energies of the bound states, is a well-known fact which we take for granted.] Thus it is required to be shown that

$$
\begin{equation*}
C_{n}=2 i p_{n} f^{\prime}\left(-i p_{n}, 0\right) / f\left(-i p_{n}\right) \tag{A1}
\end{equation*}
$$

where we have used the notation

$$
\begin{equation*}
p_{n}=+\left(-E_{n}\right)^{\frac{1}{2}} \tag{A2}
\end{equation*}
$$

and

$$
\begin{equation*}
f(k)=d f(k) / d k \tag{A3}
\end{equation*}
$$

This formula is well known ${ }^{9}$; we provide here a proof for completeness.

The proof is based on the differential equation satisfied by the function $f(k, r)=\partial f(k, r) / \partial k$, which
is obtained by straightforward differentiation from Eq. (2.4). We get

$$
\begin{equation*}
f^{\prime \prime}(k, r)+\left[k^{2}-V(r)\right] f(k, r)=-2 k f(k, r) \tag{A4}
\end{equation*}
$$

Applying the Wronskian theorem, from this equation and Eq. (2.4) we obtain

$$
\begin{align*}
& {\left.\left[f^{\prime}(k, r) f(k, r)-f^{\prime}(k, r) f(k, r)\right]\right|_{r=0} ^{r=\infty}} \\
&  \tag{A5}\\
& \quad=2 k \int_{0}^{\infty} d r f^{2}(k, r)
\end{align*}
$$

We use this equation for $k=-i p_{n}$, in which case the integral in the right-hand side is certainly convergent because

$$
\begin{equation*}
f\left(-i p_{n}, r\right)=f^{\prime}\left(i p_{n}, 0\right) \varphi\left(E_{n}, r\right) \tag{A6}
\end{equation*}
$$

where $\varphi\left(E_{n}, r\right)$ is the bound-state wavefunction. This relation is implied by Eq. (2.6), by the fact that

$$
\begin{equation*}
f\left(-i p_{n}\right)=0 \tag{A7}
\end{equation*}
$$

and by the normalization of $\varphi\left(E_{n}, r\right)$, Eq. (2.9).
Now inserting Eq. (A6) in Eq. (A5) and using the asymptotic vanishing of the bound-state wavefunction $\varphi\left(E_{n}, r\right)$ and Eq. (A7), we secure

$$
\begin{align*}
f\left(-i p_{n}, 0\right) & \equiv f\left(-i p_{n}\right) \\
& =2 i p_{n} f^{\prime}\left(-i p_{n}, 0\right) \int_{0}^{\infty} d r \varphi^{2}\left(E_{n}, r\right) \tag{A8}
\end{align*}
$$

This equation together with Eq. (2.10) imply Eq. (A1). Q.E.D.

It should be emphasized that this proof used only properties of the Jost solution $f(k, r)$ in the lower half- $k$-plane, where this function (and, of course, its derivative) is holomorphic. On the other hand, from Eqs. (A6) and (2.6) one might infer the relation

$$
\begin{equation*}
f^{\prime}\left(-i p_{n}\right)=-2 p_{n} \mid f\left(i p_{n}\right) \tag{A9}
\end{equation*}
$$

which, inserted in Eq. (A1), yields the well-known formula ${ }^{23}$

$$
\begin{equation*}
C_{n}=-4 i p_{n}^{2} /\left[f\left(i p_{n}\right) \dot{f}\left(-i p_{n}\right)\right] \tag{A10}
\end{equation*}
$$

However, both Eqs. (A9) and (A10) hold only if the value $k=i p_{n}$ lies within the analyticity domain of the Jost function. This explains why to one Jost function $f(k)$ there need not correspond a unique set of normalization coefficients $C_{n} \cdot{ }^{23}$ On the other hand, Eq. (A1), which implies that

$$
\begin{equation*}
C_{n}=\lim _{k \rightarrow-i p_{n}}\left[\left(E_{n}-k^{2}\right) g(k)\right] \tag{A11}
\end{equation*}
$$

shows that once the function $g(k)$ is assigned in the lower half- $k$-plane, where it is meromorphic, the

[^85]coefficients $C_{n}$ are determined. Thus, to a given Jost function $f(k)$ there may correspond more than one potential, while to a given $g(k)$, there corresponds a unique potential (see also Sec. 5 and Appendix H).

## APPENDIX B

In this Appendix we outline the generalization of the approach of Sec. 2 which treats explicitly the dependence of the potential on the bound state parameters.

We begin with the derivative of the potential with respect to the bound-state normalization constants ${ }^{2,15}$

$$
\begin{equation*}
\left[\partial V(r) / \partial C_{l}\right]=-2(d / d r)\left[\varphi\left(E_{l}, r\right)\right]^{2} . \tag{B1}
\end{equation*}
$$

The similarity of this equation to Eq. (2.1) implies immediately the recursive system of partial differential equations

$$
\begin{align*}
\frac{\partial v_{n+2}}{\partial C_{l}}= & -4 E_{l} \frac{\partial v_{n}}{\partial C_{l}} \\
& +2 \sum_{m=0}^{n} \frac{n+m+2}{n+1}\binom{n+1}{m+1} v_{n-m} \frac{\partial v_{m}}{\partial C_{l}} \tag{B2}
\end{align*}
$$

with boundary conditions

$$
\begin{align*}
& \partial v_{0} / \partial C_{l}=0  \tag{B3}\\
& \partial v_{1} / \partial C_{l}=-4 \tag{B4}
\end{align*}
$$

Here the quantities $v_{n}$ are the same as were introduced by Eq. (2.31); namely, $v_{n}$ is simply the $n$th derivative of the potential evaluated at the origin. Of course, this system of recursive differential equations should be integrated in conjunction with the system, Eq. (2.37). Note that Eqs. (B2) and (B3) also imply

$$
\begin{equation*}
\partial v_{2} / \partial C_{l}=0 . \tag{B5}
\end{equation*}
$$

It is immediately seen that Eqs. (B3), (B4), and (B5) imply

$$
\begin{align*}
A_{0}\left(a_{0} ; E_{n} ; C_{n}\right) & =\overline{A_{0}}\left(a_{0} ; E_{n}\right)  \tag{B6}\\
A_{1}\left(a_{0}, a_{1} ; E_{n} ; C_{n}\right) & =\overline{A_{1}}\left(a_{0}, a_{1} ; E_{n}\right)-4 \sum_{n} C_{n}  \tag{B7}\\
A_{2}\left(a_{0}, a_{1} ; E_{n} ; C_{n}\right) & =\overline{A_{2}}\left(a_{0}, a_{1} ; E_{n}\right) \tag{B8}
\end{align*}
$$

where the quantities $\bar{A}$ are independent of the $C_{l}$ 's and the quantities $A$ are those introduced in Sec. 2.
From Eq. (B1) it is easy to derive two simple exact relationships. The first is
$\int_{0}^{\infty} d r V^{2}(r)-4 \sum_{n} C_{n}=\int_{0}^{\infty} d r \bar{V}^{2}(r)-4 \sum_{n} \bar{C}_{n}$,
where the potential $V(r)$ and $\bar{V}(r)$ must have the same phase shift and the same bound state energies. (They are thus physically equivalent; see Sec. 5.) This
equation is proved by multiplying both sides of Eq. (B1) by $V(r)$ and integrating over $r$, exploiting the fact that the radial Schrödinger equation

$$
\begin{equation*}
\varphi^{\prime \prime}\left(E_{l}, r\right)+E_{l} \varphi\left(E_{l}, r\right)=V(r) \varphi\left(E_{l}, r\right) \tag{B10}
\end{equation*}
$$

implies that the quantity $V(r) \varphi^{\prime}\left(E_{l}, r\right) \varphi\left(E_{l}, r\right)$ is a perfect differential.

The second relationship is obtained after multiplying both sides of Eq. (B1) by $r$ and integrating over $r$. Because by partial integration

$$
\begin{equation*}
\int_{0}^{\infty} d r r \varphi^{\prime}\left(E_{l}, r\right) \varphi\left(E_{l}, r\right)=-\frac{1}{2} C_{l}^{-1}, \tag{B11}
\end{equation*}
$$

we get

$$
\begin{equation*}
\frac{\partial}{\partial C_{l}} \int_{0}^{\infty} d r r V(r)=2 C_{l}^{-1}, \tag{B12}
\end{equation*}
$$

which yields

$$
\begin{equation*}
\int_{0}^{\infty} d r r V(r)-2 \sum_{n} \ln C_{n}=\int_{0}^{\infty} d r r \bar{V}(r)-2 \sum_{n} \ln \bar{C}_{n}, \tag{B13}
\end{equation*}
$$

where again the potentials $V(r)$ and $\bar{V}(r)$ must be physically equivalent.

The expression of the partial derivative of the potential with respect to the energies of the bound states is somewhat awkward ${ }^{24}$ :

$$
\begin{align*}
\frac{\partial V(r)}{\partial E_{l}}=-4 \frac{d}{d r}\left\{\frac{1}{f\left(-i p_{l}\right)}\right. & f\left(-i p_{l}, r\right) \varphi\left(E_{l}, r\right) \\
& \left.-\sum_{n} B_{n} \varphi^{2}\left(E_{n}, r\right)\right\}, \tag{B14}
\end{align*}
$$

with

$$
\begin{align*}
& B_{n}=C_{n} /\left(E_{n}-E_{l}\right), \text { for } l \neq n,  \tag{B15a}\\
& B_{l}=\left.\frac{C_{l}}{4 E_{l}}\left[1-k \frac{d}{d k} \ln \dot{f}(k)\right]\right|_{k=-i p_{l}}, \tag{B15b}
\end{align*}
$$

and

$$
\begin{equation*}
p_{l}^{2}=-E_{l}, \quad p_{l}>0 \tag{B16}
\end{equation*}
$$

The dot indicates differentiation with respect to $k$.
In the light of the results of Sec. 4 it is easy to understand why these expressions are much more complicated than those for the derivative of the potential with respect to the normalization coefficients $C_{n}$; in fact, while the dependence of the quantities $g_{p}$, and therefore ultimately of the potential, on the parameters $C_{n}$ is very simple [see Eqs. (4.16)-(4.17)], the dependence upon the parameters $E_{n}$ is much more complicated for the odd quantities $g_{2 p+1}$ because, in addition to the explicit dependence in the sum, there

[^86]is a hidden dependence through the function $|f(k)|$ [see Eq. (G40)].
It is not possible to derive from Eq. (B14) recursion relations for the quantities $\partial v_{n} / \partial E_{l}$ as simple as in the preceding case. But of course one can derive from it explicit expressions by direct computation. For instance, one readily gets
\[

$$
\begin{equation*}
\frac{\partial V(0)}{\partial E_{l}}=-4, \tag{B17}
\end{equation*}
$$

\]

which is consistent with Eq. (1.1), and (somewhat less readily)

$$
\begin{align*}
\frac{\partial V^{\prime}(0)}{\partial E_{2}} & =8 \sum_{n} B_{n}-\frac{8}{f^{\prime}\left(-i p_{l}\right)} f^{\prime}\left(-i p_{l}, 0\right)  \tag{B18a}\\
& =-8\left[\tilde{g}\left(-i p_{l}\right)-p_{l}\right] \tag{B18b}
\end{align*}
$$

whose consistency with Eq. (6.5) is easily verified.
We close the discussion at this point because, as was already emphasized, the approach based on the variational and partial derivatives of the potential with respect to the scattering and bound state parameters is, in any case, less convenient to use in order to establish the final results than that of Sec. 4.

## APPENDIX C

In this Appendix for the sake of completeness we report an explicit elementary derivation of the well-known formula, Eq. (3.4), which connects the derivative of the scattering phase shift $\eta(k)$ due to the potential $V(r)$ to the increment $n_{I}(E)$ in the density of states due to the same potential. ${ }^{25}$

We enclose the system in a spherical box of radius $R$. In the absence of potential, the allowed states are characterized by the wavefunctions $\sin \left(k_{n} r\right)$, with

$$
\begin{equation*}
k_{n} R=n \pi \tag{C1}
\end{equation*}
$$

Thus the density of states in this case is

$$
\begin{equation*}
n_{0}(E)=\frac{\Delta n}{\Delta E}=\frac{1}{2 k} \frac{\Delta n}{\Delta k}=\frac{R}{2 \pi k} . \tag{C2}
\end{equation*}
$$

On the other hand, if the potential is present and if $R$ is large enough that the asymptotic expression $\sin [k R+\eta(k)]$ may be used in place of the radial wavefunction, then, in place of Eq. (C1), we have

$$
\begin{equation*}
k_{n} R+\eta\left(k_{n}\right)=n \pi . \tag{C3}
\end{equation*}
$$

[^87]Here, of course, $\eta(k)$ is the phase shift due to the potential. Thus the density of states in this case is

$$
\begin{equation*}
n(E)=\frac{\Delta n}{\Delta E}=\frac{1}{2 \pi k}\left(R+\frac{\Delta n}{\Delta k}\right) . \tag{C4}
\end{equation*}
$$

But, by definition,

$$
\begin{equation*}
n_{I}(E)=n(E)-n_{0}(E) . \tag{C5}
\end{equation*}
$$

Inserting expressions (C2) and (C4) in this equation, we get, in the limit of the continuum ( $R=\infty$ ), Eq. (3.4). Q.E.D.

## APPENDIX D

In this Appendix we collect some useful operator and integral formulas.

First of all we introduce the operator

$$
\begin{equation*}
D_{k}=k \frac{d}{d k} k \tag{D1}
\end{equation*}
$$

and we note the identity

$$
\begin{equation*}
D_{k}^{n} \equiv\left(k \frac{d}{d k} k\right)^{n}=k^{n} \frac{d^{n}}{d k^{n}} k^{n}, \tag{D2}
\end{equation*}
$$

which is easily proved by induction.
A remarkable property of the operator $D_{k}$ is expressed by the following formula:

$$
\begin{aligned}
& D_{k}^{n} \sum_{m=1}^{N} f_{m} k^{-m}=0, \text { if } n \geq N, \\
&=(-)^{n} \sum_{m=n+1}^{N} f_{m} \frac{(m-1)!}{(m-n-1)!} k^{n-m}, \\
& \text { if } n<N . \quad \text { (D3b) }
\end{aligned}
$$

We then consider a function $f(k)$ whose asymptotic expansion $(k \rightarrow \pm \infty)$ is of the following type:

$$
\begin{aligned}
& f(k)=k^{-p} \sum_{n=1-p}^{N} f_{n} k^{-2 n}+ O\left(k^{-p-2 N-2}\right) \\
& p=0 \text { or }
\end{aligned}
$$

We also assume that $f(k)$ and all its derivatives are finite on the real axis, and that the asymptotic behaviors of the derivatives of $f(k)$ may be obtained by differentiating Eq. (D4).
For functions of this type we write the integral identity

$$
\begin{align*}
& \int_{-\infty}^{+\infty} d k k^{2 n+p}\left[f(k)-k^{-p} \sum_{m=1-p}^{n} f_{m} k^{-2 m}\right] \\
&=\frac{(-)^{p}}{(2 n+p)!} \int_{-\infty}^{+\infty} d k D_{k}^{2 n+p} f(k) . \tag{D5}
\end{align*}
$$

The validity of this relation is easily proved by partial integration and the use of Eqs. (D3a) and (D4). Of course the value of $p$ in Eqs. (D4) and (D5) must be the same.

Another useful formula, whose proof requires only one extra partial integration, is the following:

$$
\begin{align*}
& \int_{-\infty}^{+\infty} d k k^{2 n+p+1} \frac{d}{d k}\left[f(k)-k^{-p} \sum_{m=1-p}^{n} f_{m} k^{-2 m}\right] \\
& \quad=(-)^{p+1} \frac{(2 n+p+1)}{(2 n+p)!} \int_{-\infty}^{+\infty} d k D_{k}^{2 n+p} f(k) \tag{D6}
\end{align*}
$$

Again the value of $p$ must be the same as in Eq. (D4).
It is easily seen that Eqs. (D5) and (D6) remain valid if the integral runs only over one semiaxis and if the function $f(k)$ has a definite parity, so that the integrands in Eqs. (D5) and (D6) are even.

Finally, we write integral expressions for the asymptotic coefficients $f_{n}$ themselves:

$$
\begin{equation*}
f_{n}=\frac{(-)^{p+1}}{(2 n+p-1)!} \int_{0}^{\infty} \frac{d k}{k} D_{k}^{2 n+p} f(k) \tag{D7}
\end{equation*}
$$

These are easily proved by partial integration and the use of Eq. (D3a). Again the value of $p$ must be the same as in Eq. (D4). Note that the integrand on the right-hand side of this equation is an odd function of $k$ if $f(k)$ has the same parity of its asymptotic expansion.

## APPENDIX E

In this Appendix we investigate the expression

$$
\begin{equation*}
\frac{1}{\pi} \int_{-\infty}^{+\infty} d r \int_{-\infty}^{+\infty} d k e^{i k r}\left[(T+V)^{p}-T^{p}\right] e^{i k r} \tag{E1}
\end{equation*}
$$

where

$$
\begin{equation*}
T=-\left(d^{2} / d r^{2}\right) \tag{E2}
\end{equation*}
$$

and $V$ is a holomorphic function of $r$ which vanishes sufficiently fast at infinity to allow any number of integrations by parts with neglect of the contributions at both extremes.

We begin evaluating the integral

$$
\begin{align*}
& \frac{1}{\pi} \int_{-\infty}^{+\infty} d r \int_{-\infty}^{+\infty} d k e^{i k r} f(r) T g(r) e^{i k r} \\
& \quad=\frac{1}{\pi} \int_{-\infty}^{+\infty} d r \int_{-\infty}^{+\infty} d k \\
& \quad \times e^{2 i k r} f(r)\left[-g^{\prime \prime}(r)-2 i k g^{\prime}(r)+k^{2} g(r)\right] \tag{E3}
\end{align*}
$$

where $f(r)$ and $g(r)$ are arbitrary functions which vanish asymptotically together with their derivatives. We use the identities

$$
\begin{equation*}
2 i k e^{2 i k r}=\frac{d}{d r} e^{2 i k r} \tag{E4a}
\end{equation*}
$$

and

$$
\begin{equation*}
k^{2} e^{2 i k r}=-\frac{1}{4} \frac{d^{2}}{d r^{2}} e^{2 i k r} \tag{E4b}
\end{equation*}
$$

to eliminate the terms linear and quadratic in $k$ on the right-hand side. We then integrate by parts to eliminate the derivatives acting on the exponential, and we thus secure

$$
\begin{align*}
\frac{1}{\pi} & \int_{-\infty}^{+\infty} d r \int_{-\infty}^{+\infty} d k e^{i k r} f(r) T g(r) e^{i k r} \\
= & \frac{1}{4 \pi} \int_{-\infty}^{+\infty} d r \int_{-\infty}^{+\infty} d k \\
& \times e^{2 i k r}\left[2 f^{\prime}(r) g^{\prime}(r)-f^{\prime \prime}(r) g(r)-f(r) g^{\prime \prime}(r)\right] \tag{E5}
\end{align*}
$$

Finally, using the expression

$$
\begin{equation*}
\delta(r)=\frac{1}{\pi} \int_{-\infty}^{+\infty} d k e^{2 i k r} \tag{E6}
\end{equation*}
$$

where $\delta$ is the Dirac distribution, we obtain

$$
\begin{align*}
& \frac{1}{\pi} \int_{-\infty}^{+\infty} d r \int_{-\infty}^{+\infty} d k e^{i k r} f(r) T g(r) e^{i k r} \\
& \quad=\left.\frac{1}{4}\left[2 f^{\prime}(r) g^{\prime}(r)-f^{\prime \prime}(r) g(r)-f(r) g^{\prime \prime}(r)\right]\right|_{r=0} \tag{E7}
\end{align*}
$$

At this point it is convenient to introduce the two differential operators $\vec{d}$ and $\bar{d}$, defined as follows:

$$
\begin{align*}
& f(r) \vec{d} g(r)=f(r) g^{\prime}(r)  \tag{E8a}\\
& f(r) \stackrel{d}{d}(r)=f^{\prime}(r) g(r) \tag{E8b}
\end{align*}
$$

We may then rewrite Eq. (E7) in the form

$$
\begin{align*}
& \frac{1}{\pi} \int_{-\infty}^{+\infty} d r \int_{-\infty}^{+\infty} d k e^{i k r} f(r) T g(r) e^{i k r} \\
&=-\left.\frac{1}{4} f(r)(\vec{d}-\overleftarrow{d})^{2} g(r)\right|_{r=0} \tag{E9}
\end{align*}
$$

On the other hand, we also have, for an arbitrary function $f(r)$,

$$
\begin{equation*}
\frac{1}{\pi} \int_{-\infty}^{+\infty} d r \int_{-\infty}^{+\infty} d k e^{i k r} f(r) e^{i k r}=f(0) \tag{E10}
\end{equation*}
$$

From this equation and Eq. (E9) we infer that

$$
\begin{align*}
& \frac{1}{\pi} \int_{-\infty}^{+\infty} d r \int_{-\infty}^{+\infty} d k e^{i k r}\left[(T+V)^{p}-T^{p}\right] e^{i k r} \\
& \quad=\left.\left\{1 \cdot\left[V(r)-\frac{1}{4}(\vec{d}-\overleftarrow{d})^{2}\right]^{p} \cdot 1\right\}\right|_{r=0} \tag{E11}
\end{align*}
$$

It is interesting to note a remarkable property of the operator $\vec{d}+\overleftarrow{d}$, namely that

$$
\begin{equation*}
f(r)(\vec{d}+\bar{d}) g(r)=d / d r[f(r) g(r)] \tag{E12}
\end{equation*}
$$

Thus the operator $\vec{d}+\overleftarrow{d}$ commutes with a function of $r$; i.e., its position within a product is irrelevant:

$$
\begin{align*}
(\vec{d}+\overleftarrow{d}) f(r) g(r)=f(r)(\vec{d} & +\overleftarrow{d}) g(r) \\
& =f(r) g(r)(\vec{d}+\overleftarrow{d}) \tag{E13}
\end{align*}
$$

Unfortunately, this is not true for the case of the operator $\vec{d}-\overleftarrow{d}$.
We may use this property of the operator $\vec{d}+\overleftarrow{d}$ to express the right-hand side of Eq. (E11) in the form
$\left\{1 \cdot\left[V(r)-\frac{1}{4}(\vec{d}-\overleftarrow{d})^{2}\right]^{p} \cdot 1\right\}$
$=\sum_{l=0}^{p-1}\binom{p}{l}(-)^{l} 2^{-2 l} \frac{d^{2 l}}{d r^{2 l}}\left\{1 \cdot[\stackrel{~}{d} \cdot \vec{d}+V(r)]^{p-l} \cdot 1\right\}$,
which is obtained using the identity

$$
\begin{equation*}
(\vec{d}-\overleftarrow{d})^{2}=(\vec{d}+\overleftarrow{d})^{2}-4 \vec{d} \cdot \bar{d} \tag{E15}
\end{equation*}
$$

and the binomial expansion, which is applicable thanks to the commutativity of $\vec{d}+\overleftarrow{d}$. This expansion may be useful because the operator $\vec{d} \cdot \stackrel{\rightharpoonup}{d}$ is such that

$$
\begin{array}{r}
1 \cdot[\vec{d} \cdot \stackrel{-}{d}+V(r)]^{p} \cdot 1=V(r)[\stackrel{\leftarrow}{d} \cdot \vec{d}+V(r)]^{p-2} V(r), \\
p=2,3, \cdots . \tag{E16}
\end{array}
$$

Moreover, this term contains derivatives only up to the order $p-2$. On the other hand, the quantity on the left-hand side of Eq. (E14) contains derivatives up to the order $2 p-2$. Note that from Eqs. (E14) and (E16) one easily gets

$$
\begin{align*}
& 1 \cdot\left[-\frac{1}{4}(\vec{d}-\right.\left.\bar{d})^{2}+V(r)\right]^{p} \cdot 1 \\
&=(-)^{p+1} p 2^{2-2 p} \frac{d^{2 p-2}}{d r^{2 p-2}} V(r) \\
&+ \text { terms containing derivatives } \\
& \quad \text { of order } 2 p-4 \text { or less. } \tag{E17}
\end{align*}
$$

## APPENDIX $F$

In this Appendix we discuss Verde's recursion relation, Eq. (4.6).
First of all we derive from them the more general recursion relations:

$$
\begin{aligned}
g_{n}(r)= & (-)^{p} g_{n-p}^{(p)}(r) \\
& -\sum_{m=0}^{p-1}(-)^{m} \frac{d^{m}}{d r^{m}} \sum_{s=0}^{n-m-2} g_{s}(r) g_{n-m-2-s}(r)
\end{aligned}
$$

$$
\begin{equation*}
(n \geq p) \tag{F1}
\end{equation*}
$$

(We always adopt the convention that a sum vanishes if its upper limit is smaller than its lower limit.) This equation is true for $p=1$ because, in this case, it is identical to Eq. (4.6). Let us then prove it by induction: Assuming that it is true for a certain value of $p$ (and all values of $n$ not smaller than $p$ ), we
show its validity for the value $p+1$. In fact, performing in the first term on the right-hand side, the substitution

$$
\begin{array}{r}
g_{n-p}(r)=-g_{n-p-1}^{\prime}(r)-\sum_{s=0}^{n-p-2} g_{s}(r) g_{n-p-2-s}(r), \\
(n>p), \tag{F2}
\end{array}
$$

which follows from Eq. (4.6), we get

$$
\begin{align*}
& g_{n}(r)=(-)^{p+1} g_{n-p-1}^{(p+1)}(r) \\
&+(-)^{p+1} \frac{d^{p}}{d r^{p}} \sum_{s=0}^{n-p-2} g_{s}(r) g_{n-p-2-s}(r) \\
&-\sum_{m=1}^{p-1}(-)^{m} \frac{d^{m}}{d r^{m}} \sum_{s=0}^{n-m-2} g_{s}(r) g_{n-m-2-s}(r),  \tag{F3a}\\
&=(-)^{p+1} g_{n-p-1}^{(p+1)}(r) \\
&-\sum_{m=0}^{p}(-)^{m} \frac{d^{m}}{d r^{m}} \sum_{s=0}^{n-m-2} g_{s}(r) g_{n-m-2-s}(r), \\
&(n>p) . \tag{F3b}
\end{align*}
$$

But this equation is identical to Eq. (F1), except for the substitution of $p+1$ in place of $p$. Q.E.D.

From Eq. (F1), using Leibniz formula for the differentiation of a product, setting $r=0$, and using the definition equation (4.13), we obtain

$$
\begin{align*}
\bar{g}_{n}^{(p)}=(-)^{p} g_{n}+ & (-)^{p} \sum_{m=0}^{p-1}(-)^{m} \sum_{t=0}^{m}\binom{m}{t} \\
& \times \sum_{s=0}^{n-m-2} \overline{\bar{g}}_{s+t}^{(t)} \overline{\bar{g}}_{n-2-s-t}^{(m-t)}, \quad(n \geq p), \tag{F4}
\end{align*}
$$

which becomes Eq. (4.12) if we substitute the index $u=s+t$ in the last sum for the index $s$.

Let us now introduce a procedure for the evaluation of the coefficients ( $n, l \mid s_{1}, \cdots, s_{l}$ ) of Eq. (4.15). We begin by recalling their definition:

$$
\begin{equation*}
V^{(n)}(r)=\sum\left(n, l \mid s_{1}, \cdots, s_{l}\right) \prod_{j=1}^{i} g_{s_{j}}(r) \tag{F5}
\end{equation*}
$$

the sum extending over all positive values of $l$ and nonnegative values of $s_{j}$ such that the dimensional restriction

$$
\begin{equation*}
\sum_{j=1}^{l} s_{j}+2 l=n+2 \tag{F6}
\end{equation*}
$$

holds. In the following we set to zero any coefficient ( $n, l \mid s_{1}, \cdots, s_{l}$ ) for which this condition is not satisfied.
It should be emphasized that the sum in Eq. (F5) contains, in general, several terms which are multiplied by the same (except for the ordering) monomial $\prod_{j=1}^{l} g_{s_{j}}$. Such a definition of the coefficients

$$
\left(n, l \mid s_{1}, \cdots, s_{l}\right)
$$

is more convenient to use in deriving recursion relations for them (see below); it ignores the fact that the ordering of the factors in the monomial $\prod_{j=1}^{l} g_{s_{j}}$ is unimportant. ${ }^{26}$ A more compact formula for $V^{(n)}(r)$ is obtained by introducing the coefficients $\left\{n, l \mid s_{1}\right.$, $\left.\cdots, s_{l}\right\}$ through

$$
\begin{equation*}
\left\{n, l \mid s_{1}, \cdots, s_{l}\right\}=\sum\left(n, l \mid s_{1}, \cdots, s_{l}\right) \tag{F7}
\end{equation*}
$$

the sum extending over all permutations over different indices $s_{j}$. As is well known, the number of these permutations is $l!\prod[m(s)!]^{-1}$, where $m(s)$ is the number of indices $s_{j}$ which take the value $s$. Obviously the coefficients $\left\{n, l \mid s_{1}, \cdots, s_{l}\right\}$ are completely symmetrical in the indices $s_{j}$; they also vanish unless the dimensional condition (F6) holds. Using these coefficients, Eq. (F5) simplifies to

$$
\begin{equation*}
V^{(n)}(r)=\Sigma^{\prime}\left\{n, l \mid s_{1}, \cdots, s_{l}\right\} \prod_{j=1}^{l} g_{s_{j}}(r) \tag{F8}
\end{equation*}
$$

the sum now being extended only over different sets of indices $s_{i}$, a set being by definition independent from the order in which the indices $s_{j}$ appear. The prime appended to the sum is a reminder of this fact.

We also note that it follows from Eq. (F6) that the maximum value of $l$ entering in the sum on the right-hand side of Eqs. (F5) or (F8) is

$$
\begin{align*}
l_{\mathrm{MAX}} & =1+\frac{1}{2} n \text { for even } n  \tag{F9a}\\
& =1+\frac{1}{2}(n-1) \text { for odd } n \tag{F9b}
\end{align*}
$$

To establish a recursive equation for the evaluation of the coefficients ( $n, l \mid s_{1}, \cdots, s_{l}$ ), it is sufficient to differentiate Eq. (F5), and then use Eq. (4.6) in the right-hand side of Verde's recursion relations. In this manner one obtains

$$
\begin{align*}
& \left(n+1, l+1 \mid s_{1}, \cdots, s_{l+1}\right) \\
& =-\sum_{j=1}^{l+1}\left(n, l+1 \mid s_{1}, \cdots, s_{j-1}, s_{j}-1, s_{j+1}, \cdots, s_{l+1}\right) \\
& \quad-\sum_{j=1}^{l}\left(n, l \mid s_{1}, \cdots, s_{j-1}, s_{j}+s_{j+1}+1, s_{j+2}, \cdots, s_{l+1}\right) \tag{F10}
\end{align*}
$$

Note that the index $s_{i}$ occurs in the coefficients appearing in the second sum on the right-hand side, for $i>j$, at the $(i-1)$ th place. We use the convention that a coefficient vanishes if any one of its arguments $s_{j}$ is negative.

The relationships of Eq. (F6) are recursive in the index $n$; i.e., they yield the values of the coefficients $\left(n+1, L \mid s_{1}, \cdots, s_{L}\right)$ for all values of $L$ and

[^88]$s_{1}, \cdots, s_{L}$, provided that the coefficients
$$
\left(n, l \mid s_{1}, \cdots, s_{l}\right)
$$
are known for all values of $l$ and $s_{j}$. [The restriction to values consistent with Eq. (F6) is always implied.] On the other hand, it is easily seen that, for $n=1$, there is only one coefficient, namely
\[

$$
\begin{equation*}
(1,1 \mid 1)=-1 \tag{F11}
\end{equation*}
$$

\]

From this one, using the recursive relations of Eq. ( F 10 ), it is possible to evaluate all the coefficients $\left(n, l \mid s_{1}, \cdots, s_{l}\right)$; from these, the symmetrical coefficients $\left\{n, l \mid s_{1}, \cdots, s_{l}\right\}$ are immediately obtained through Eq. (F7). These last coefficients are displayed, for $n$ up to 10 , in Table II.

A different, but less direct, procedure to evaluate these coefficients is based on recursive relations in the index $l$. To obtain such relations, however, it is necessary to introduce more general coefficients ( $n, p, l \mid s_{1}, \cdots, s_{l}$ ) through

$$
\begin{equation*}
\bar{g}_{n}^{(p)}=\sum\left(n, p, l \mid s_{1}, \cdots, s_{l}\right) \prod_{j=1}^{l} g_{s_{j}}, \quad(n \geq p) \tag{F12}
\end{equation*}
$$

the sum again extending over all integral positive values of $l$ and nonnegative values of $s_{j}$ consistent with the dimensional equation (F6).

Inserting this equation in Eq. (F4) or (4.12), with some algebra we secure the recursion relations

$$
\begin{gather*}
(n, p, 1 \mid s)=(-)^{p} \delta_{n s},  \tag{F13}\\
\left(n, p, L \mid s_{1}, \cdots, s_{L}\right)=(-)^{p} \sum_{m=0}^{p-1}(-)^{m} \\
\times \sum_{l=1}^{L-1} \sum_{t=T_{1}}^{T_{2}}\binom{m}{t}\left(\Sigma_{l}+2 l-2, t, l \mid s_{1}, \cdots, s_{l}\right) \\
\times\left(n-\Sigma_{l}-2 l, m-t, L-l \mid s_{l+1}, \cdots, s_{L}\right) \tag{F14}
\end{gather*}
$$

with

$$
\begin{equation*}
\Sigma_{l}=\sum_{j=1}^{l} s_{j} \tag{F15}
\end{equation*}
$$

and

$$
\begin{align*}
& T_{1}=\max \left[0, \Sigma_{l}+2 l+m-n\right]  \tag{F16}\\
& T_{2}=\min \left[m, \Sigma_{l}+2 l-2\right] \tag{F17}
\end{align*}
$$

Equation ( F 14 ) is clearly a recursion relation in the index $l$ : inserting in its right-hand side the coefficients ( $n, p, l \mid s_{1}, \cdots, s_{l}$ ), assumed known for all $n$ and $p$ up to $N$ and for all $l$ up to $L$, we obtain these same coefficients for all $n$ and $p$ up to $N$ and for $l=L+1$.

On the other hand, Eq. (F13) provides an explicit formula for the coefficient with $L=1$ (and arbitrary values of $n$ and $p$ ). Therefore it is possible,

Table II. The coefficients $\left\{n, l \mid s_{1}, \cdots, s_{l}\right\}$ of Eq. (F8) for $n$ up to 10 . These coefficients have been evaluated by computer from Egs. (F7), and the recursion relations (F10) with (F11). The coefficients up to $n=6$ have been checked by hand. All the nonvanishing coefficients are printed, except, of course, those obtainable by permutation of the indices $s_{j}$.

```
\(\{1,1 \mid 1\}=-1\).
\(\{2,1 \mid 2\}=1 ;\{2,2 \mid 0,0\}=1\).
\(\{3,1 \mid 3\}=-1 ;\{3,2 \mid 1,0\}=-4\).
\(\{4,1 \mid 4\}=1 ;\{4,2 \mid 2,0\}=6,\{4,2 \mid 1,1\}=5 ;\{4,3 \mid 0,0,0\}=4\).
\(\{5,1 \mid 5\}=-1 ;\{5,2 \mid 3,0\}=-8,\{5,2 \mid 2,1\}=-18 ;\{5,3 \mid 1,0,0\}=-34\).
\(\{6,1 \mid 6\}=1 ;\{6,2 \mid 4,0\}=10,\{6,2 \mid 3,1\}=28,\{6,2 \mid 2,2\}=19 ;\{6,3 \mid 2,0,0\}=68\),
    \(\{6,3 \mid 1,1,0\}=112 ;\{6,4 \mid 0,0,0,0\}=34\).
\(\{7,1 \mid 7\}=-1 ;\{7,2 \mid 5,0\}=-12,\{7,2 \mid 4,1\}=-40,\{7,2 \mid 3,2\}=-68 ;\)
    \(\{7,3 \mid 3,0,0\}=-116,\{7,3 \mid 2,1,0\}=-512,\{7,3 \mid 1,1,1\}=-140 ;\{7,4 \mid 1,0,0,0\}=-496\).
\(\{8,1 \mid 8\}=1 ;\{8,2 \mid 6,0\}=14,\{8,2 \mid 5,1\}=54,\{8,2 \mid 4,2\}=110,\{8,2 \mid 3,3\}=69\);
    \(\{8,3 \mid 4,0,0\}=180,\{8,3 \mid 3,1,0\}=984,\{8,3 \mid 2,2,0\}=660,\{8,3 \mid 2,1,1\}=1080 ;\)
    \(\{8,4 \mid 2,0,0,0\}=1240,\{8,4 \mid 1,1,0,0\}=3048 ;\{8,5 \mid 0,0,0,0,0\}=496\).
\(\{9,1 \mid 9\}=-1 ;\{9,2 \mid 7,0\}=-16,\{9,2 \mid 6,1\}=-70,\{9,2 \mid 5,2\}=-166,\{9,2 \mid 4,3\}=-250\);
    \(\{9,3 \mid 5,0,0\}=-262,\{9,3 \mid 4,1,0\}=-1700,\{9,3 \mid 3,2,0\}=-2828\),
    \(\{9,3 \mid 3,1,1\}=-2310,\{9,3 \mid 2,2,1\}=-3094 ;\{9,4 \mid 3,0,0,0\}=-2584\),
    \(\{9,4 \mid 2,1,0,0\}=-16944,\{9,4 \mid 1,1,1,0\}=-9240 ;\{9,5 \mid 1,0,0,0,0\}=-11056\).
\(\{10,1 \mid 10\}=1,\{10,2 \mid 8,0\}=18,\{10,2 \mid 7,1\}=88,\{10,2 \mid 6,2\}=238,\{10,2 \mid 5,3\}=418\),
    \(\{10,2 \mid 4,4\}=251 ;\{10,3 \mid 6,0,0\}=364,\{10,3 \mid 5,1,0\}=2728,\{10,3 \mid 4,2,0\}=5392\),
    \(\{10,3 \mid 3,3,0\}=3344,\{10,3 \mid 4,1,1\}=4400 ;\{10,3 \mid 3,2,1\}=14608 ;\{10,3 \mid 2,2,2\}=3260 ;\)
    \(\{10,4 \mid 4,0,0,0\}=4808,\{10,4 \mid 3,1,0,0\}=38896,\{10,4 \mid 2,2,0,0\}=25956\),
    \(\{10,4 \mid 2,1,1,0\}=84832,\{10,4 \mid 1,1,1,1\}=11550 ;\{10,5 \mid 2,0,0,0,0\}=33168\),
    \(\{10,5 \mid 1,1,0,0,0\}=108416 ;\{10,6 \mid 0,0,0,0,0,0\}=11056\).
```

starting from this equation and using Eq. (F14) recursively, to compute sequentially all the coefficients ( $n, p, l \mid s_{1}, \cdots, s_{l}$ ). Once these more general coefficients have been evaluated, we easily obtain the coefficients $\left(p, l \mid s_{1} z \cdots, s_{l}\right)$ of Eqs. (4.15):

$$
\begin{equation*}
\left(p, l \mid s_{1}, \cdots, s_{l}\right)=\left(p, p, l \mid s_{1}, \cdots, s_{l}\right) \tag{F18}
\end{equation*}
$$

For instance, in this manner one easily obtains

$$
\begin{align*}
(n, 2 \mid n-s-2, s) & =(n, 2 \mid s, n-s-2) \\
& =(-)^{n} \sum_{m=0}^{n-1} \sum_{t=T_{1}}^{T_{2}}\binom{m}{t} \tag{F19}
\end{align*}
$$

with

$$
\begin{align*}
& T_{1}=\max [0, s+2+m-n]  \tag{F20a}\\
& T_{2}=\min [m, s] \tag{F20b}
\end{align*}
$$

and, in particular, from this equation one gets

$$
\begin{align*}
(n, 2 \mid 0, n-2) & =(n, 2 \mid n-2,0) \\
& =(-)^{n}(n-1)  \tag{F21a}\\
(n, 2 \mid 1, n-3) & =(n, 2 \mid n-3,1) \\
& =(-)^{n} \frac{1}{2}(n-2)(n+1) \tag{F21b}
\end{align*}
$$

## APPENDIX G

In this Appendix we derive the coefficients of the asymptotic expansion of the function $\tilde{g}(k)$, defined by Eqs. (2.30). We use a technique employed by Roberts. ${ }^{6}$

We consider separately the expansion of the real and imaginary parts of $\tilde{g}(k)$, since we obviously have,
from Eq. (4.18),

$$
\begin{array}{r}
\operatorname{Re} \tilde{g}(k)=\sum_{n=0}^{N} \tilde{g}_{2 n+1}(-)^{n+1}(2 k)^{-2 n-2}+O\left(k^{-2 N-4}\right) \\
(\operatorname{Im} k=0), \tag{G1}
\end{array}
$$

$\operatorname{Im} \tilde{g}(k)=\sum_{n=0}^{N} \tilde{g}_{2 n}(-)^{n}(2 k)^{-2 n-1}+O\left(k^{-2 N-3}\right)$,
( $\operatorname{Im} k=0$ ).
We treat first the imaginary part. Let us recall Eqs. (2.22) and (2.29') writing

$$
\begin{equation*}
\operatorname{Im} \tilde{g}(k)=k\left[1-e^{-2 \Delta(k)} \prod_{n}\left(1-\frac{E_{n}}{k^{2}}\right)^{-2}\right] \tag{G3}
\end{equation*}
$$

$(\operatorname{Im} k=0)$,
where

$$
\begin{equation*}
\Delta(k)=-\frac{1}{\pi} p \int_{-\infty}^{+\infty} d q \frac{q}{q^{2}-k^{2}} \eta(q) \tag{2.50}
\end{equation*}
$$

It is convenient to discuss first the asymptotic expansion of $\Delta(k)$ setting

$$
\begin{equation*}
\Delta(k)=\sum_{n=1}^{N} d_{n} k^{-2 n}+O\left(k^{-2 N-2}\right) \tag{3.18}
\end{equation*}
$$

We now prove that

$$
\begin{equation*}
d_{p}=-\frac{1}{\pi(2 p-1)!} \int_{-\infty}^{+\infty} d k D_{k}^{2 p-1} \eta(k) \tag{3.17}
\end{equation*}
$$

This formula from the paper of Buslaev and Faddeev ${ }^{4}$ has been quoted in Sec. 3. The operator $D_{k}$ is that defined in Appendix $D$.

Before providing a proof of this formula, we show how it may be obtained by a less rigorous but more straightforward approach. In fact, if we substitute in Eq. (2.50) the asymptotic expansion

$$
\begin{equation*}
\left(q^{2}-k^{2}\right)^{-1}=-\sum_{p=1}^{\infty} q^{2 p-2} k^{-2 p} \tag{G4}
\end{equation*}
$$

we get formally

$$
\begin{equation*}
\Delta(k)=\sum_{p=1}^{\infty} k^{-2 p} \frac{1}{\pi} \int_{-\infty}^{+\infty} d q q^{2 p-1} \eta(q) \tag{G5}
\end{equation*}
$$

which implies Eq. (3.17) because, by partial integration (see Appendix D),

$$
\begin{equation*}
-\frac{1}{(2 p-1)!} \int_{-\infty}^{+\infty} d k D_{k}^{2 p-1} \eta(k)=\int_{-\infty}^{+\infty} d k k^{2 p-1} \eta(k) \tag{G6}
\end{equation*}
$$

Of course the last two equations written above need not make sense because the integrals on the right-hand side generally do not converge. Both equations, however, become valid, provided that an appropriate part of its asymptotic expansion is subtracted from the function $\eta(k)$, so as to make the integrals convergent. Specifically, in place of $\eta(k)$ in both equations we must substitute

$$
\begin{equation*}
\eta(k)-\sum_{n=0}^{p-1} a_{n} k^{-2 n-1} \tag{G7}
\end{equation*}
$$

where the coefficients $a_{n}$ are those of Eq. (2.41). It has been proved in Appendix D that with this substitution, Eq. (G6) holds true. There remains now to show that with this substitution also Eq. (G5) becomes correct.

To prove this result we introduce, after Roberts, ${ }^{6}$ the function

$$
\begin{align*}
h(k) & =\frac{d}{d k} \ln f(k) \equiv \frac{d}{d k} f(k) / f(k)  \tag{G8a}\\
& =\frac{d}{d k} \Delta(k)+\frac{d}{d k} \sum_{n} \ln \left(1-\frac{E_{n}}{k^{2}}\right)+i \frac{d}{d k} \eta(k) \tag{G8b}
\end{align*}
$$

and its asymptotic expansion

$$
\begin{equation*}
h(k)=i \sum_{n=0}^{N}(-2 i k)^{-n-2} h_{n}+O\left(k^{-N-3}\right) . \tag{G9}
\end{equation*}
$$

Equation (G8b) follows from Eqs. (2.12) and (2.29'). A comparison of this expansion with those for $\Delta(k)$ and $\eta(k)$, Eqs. (3.18) and (2.41), implies [through Eq. (G8b)] the relations

$$
\begin{align*}
& d_{p}=\frac{(-)^{p}}{p} 2^{-2 p-2} h_{2 p-1}+\frac{1}{p} \sum_{n} E_{n}^{p}  \tag{G10}\\
& a_{p}=\frac{(-)^{p}}{2 p+1} 2^{-2 p-2} h_{2 p} \tag{G11}
\end{align*}
$$

On the other hand, integrating the function

$$
\begin{equation*}
F(k)=k^{2 p}\left[h(k)-i \sum_{n=0}^{2 p-1} h_{n}(-2 i k)^{-n-2}\right] \tag{G12}
\end{equation*}
$$

along a contour composed of a large semicircle in the lower half- $k$-plane and of the real axis indented at $k=0$, and using the fact that the function $h(k)$ is meromorphic in the lower half-plane and that its poles there have unit residues and correspond to the bound states, one finds ${ }^{27}$

$$
\begin{align*}
(-)^{p} 2^{-2 p-2} h_{2 p-1}=- & \sum_{n} E_{n}^{p}-\frac{1}{2 \pi} \int_{-\infty}^{+\infty} d k k^{2 p} \frac{d}{d k} \\
& \times\left[\eta(k)-\sum_{n=0}^{p-1} a_{n} k^{-2 n-1}\right] \tag{G13}
\end{align*}
$$

From this equation and Eq. (G10) we get

$$
\begin{equation*}
d_{p}=-\frac{1}{2 \pi p} \int_{-\infty}^{+\infty} d k k^{2 p} \frac{d}{d k}\left[\eta(k)-\sum_{n=0}^{p-1} a_{n} k^{-2 n-1}\right] \tag{G14}
\end{equation*}
$$

This equation, by Eq. (D6), becomes Eq. (3.17).

> Q.E.D.

Let us now return to Eq. (G3). It is convenient to introduce the auxiliary function

$$
\begin{align*}
L(k) & =\ln \left[1-k^{-1} \operatorname{Im} \tilde{g}(k)\right]  \tag{G15a}\\
& =-2 \Delta(k)-2 \sum_{n} \ln \left(1-\frac{E_{n}}{k^{2}}\right) \tag{G15b}
\end{align*}
$$

and its asymptotic expansion

$$
\begin{equation*}
L(k)=\sum_{n=1}^{N} L_{n} k^{-2 n}+O\left(k^{-2 N-2}\right) \tag{G16}
\end{equation*}
$$

A comparison of this expansion with Eq. (3.18) implies [through Eqs. (G15b) and (3.17)]
$L_{v}=\frac{2}{\pi(2 p-1)!} \int_{-\infty}^{+\infty} d k D_{k}^{2 p-1} \eta(k)+\frac{2}{p} \sum_{n} E_{n}^{p}$.
This is an explicit, simple expression for $L_{p}$ in terms of the phase shift and the bound state energies.

There remains now to express the quantity $\tilde{g}_{2_{p}}$ in terms of the coefficients $L_{n}$. To achieve this aim we must first solve the following algebraic problem: Let

$$
\begin{align*}
& z(x)=l^{y(x)}  \tag{G18}\\
& y(x)=\sum_{n=1}^{\infty} y_{n} x^{n}  \tag{G19}\\
& z(x)=1+\sum_{n=1}^{\infty} z_{n} x^{n} \tag{G20}
\end{align*}
$$

and express $z_{p}$ in terms of the $y_{n}$ 's.

[^89]The solution of this problem may be found by noting that

$$
\begin{equation*}
z_{n}=\frac{1}{n!} z^{(n)}(0) \tag{G21}
\end{equation*}
$$

and

$$
\begin{equation*}
y_{n}=\frac{1}{n!} y^{(n)}(0) \tag{G22}
\end{equation*}
$$

the parenthetical superscript indicating the order of differentiation, and using the formula for the differentiation of a composite function, ${ }^{28}$ i.e.,

$$
\begin{align*}
& \frac{d^{n}}{d x^{n}} F[y(x)] \\
& \quad=n!\sum \frac{d^{m}}{d y^{m}} F[y(x)] \prod_{j=1}^{l}\left\{\frac{1}{s_{j}!}\left[\frac{1}{j!} y^{(j)}(x)\right]^{s_{j}}\right\} \tag{G23}
\end{align*}
$$

where

$$
\begin{equation*}
m=\sum_{j=1}^{l} s_{j} \tag{G24}
\end{equation*}
$$

and the sum is extended over all positive integral values of $l$ and $s_{l}$ and nonnegative integral values of $s_{j},(j=1,2 \cdots, l-1)$, such that

$$
\begin{equation*}
\sum_{j=1}^{l} j s_{j}=n \tag{G25}
\end{equation*}
$$

In this manner we find

$$
\begin{equation*}
z_{p}=\sum \prod_{j=1}^{l}\left[\frac{1}{s_{j}!} y_{j}^{s_{j}}\right] \tag{G26}
\end{equation*}
$$

this sum being now extended over all the positive integral values of $l$ and $s_{l}$ and the nonnegative values of $s_{j},(j=1,2 \cdots, l-1)$, such that

$$
\begin{equation*}
\sum_{j=1}^{l} j s_{j}=p \tag{G27}
\end{equation*}
$$

But since Eq. (G15a) implies

$$
\begin{equation*}
-k^{-1} \operatorname{Im} \tilde{g}(k)=e^{L(k)}-1 \tag{G28}
\end{equation*}
$$

we may now set

$$
\begin{align*}
x & =k^{-2},  \tag{G29}\\
-k^{-1} \operatorname{Im} \tilde{g}(k) & =z(x)-1,  \tag{G30}\\
L(k) & =y(x) . \tag{G31}
\end{align*}
$$

Then, from Eqs. (G2) and (G20) we find

$$
\begin{equation*}
\tilde{g}_{2 p}=(-)^{p+1} 2^{2 p+1} z_{p+1} \tag{G32}
\end{equation*}
$$

and from Eqs. (G16) and (G19)

$$
\begin{equation*}
y_{n}=L_{n} \tag{G33}
\end{equation*}
$$

Thus, in conclusion,

$$
\begin{equation*}
\tilde{g}_{2 p}=(-)^{p+1} 2^{2 p+1} \sum \prod_{j=1}^{l}\left[\frac{1}{s_{j}!} L_{j}^{s_{j}}\right] \tag{G34}
\end{equation*}
$$

[^90]the sum being extended over all positive integral values of $l$ and $s_{l}$ and nonnegative integral values of $s_{i},(j=1,2, \cdots, l-1)$, such that
\[

$$
\begin{equation*}
\sum_{j=1}^{l} j s_{j}=p+1 \tag{G35}
\end{equation*}
$$

\]

Note that this last equation implies that the maximum value of $l$ in Eq. (G34) cannot exceed

$$
\begin{equation*}
l_{\mathrm{MAX}}=p+1 \tag{G36}
\end{equation*}
$$

In particular, from these equations we obtain:

$$
\begin{align*}
& \tilde{g}_{0}=-2 L_{1},  \tag{G37a}\\
& \tilde{g}_{2}=2^{3}\left\{\frac{1}{2!} L_{1}^{2}+L_{2}\right\},  \tag{G37b}\\
& \tilde{g}_{4}=-2^{5}\left\{\frac{1}{3!} L_{1}^{3}+L_{1} L_{2}+L_{3}\right\},  \tag{G37c}\\
& \tilde{g}_{6}=2^{7}\left\{\frac{1}{4!} L_{1}^{4}+\frac{1}{2!} L_{1}^{2} L_{2}+\frac{1}{2!} L_{2}^{2}+L_{1} L_{3}+L_{4}\right\}, \\
& \tilde{g}_{8}=-2^{9}\left\{\frac{L_{1}^{5}}{5!}+\frac{L_{1}^{3} L_{2}}{3!}+\frac{L_{1} L_{2}^{2}}{2!}+\frac{L_{1}^{2} L_{3}}{2!}\right.  \tag{G37d}\\
& \tilde{g}_{10}=  \tag{G37e}\\
& \quad 2^{11}\left\{\frac{L_{2} L_{3}}{6!}+\frac{L_{1}}{6!}+\frac{L_{1}^{4} L_{2}}{4!}+\frac{L_{1}^{2} L_{2}^{2}}{2!2!}+\frac{L_{2}^{3}}{3!}+L_{1} L_{2} L_{3}\right\}, \\
& \left.\quad+\frac{L_{1}^{3} L_{3}}{3!}+\frac{L_{3}^{2}}{2!}+L_{2} L_{4}+\frac{L_{1}^{2} L_{4}}{2!}+L_{1} L_{5}+L_{6}\right\}
\end{align*}
$$

(G37f)
Let us proceed now to discuss the odd coefficients $\tilde{g}_{2 p+1}$, namely those appearing in the asymptotic expansion of $\operatorname{Re} \tilde{g}(k)$ for real $k$. We use again the technique which we used above, except for the fact that we now integrate the function ${ }^{27}$

$$
\begin{equation*}
F(k)=k^{2 p+1}\left[\tilde{g}(k)-\sum_{n=0}^{2 p+1} \tilde{g}_{n}(-2 i k)^{-n-1}\right] \tag{G38}
\end{equation*}
$$

The contour is the same as in the previous case. Note that now $F(k)$ is holomorphic in the lower half-plane (see Appendix A). Considering only the imaginary part of the result, in this manner we secure

$$
\begin{align*}
\tilde{g}_{2 p+1}= & \frac{(-)^{p+1}}{\pi} 2^{2 p+2} \int_{-\infty}^{+\infty} d k k^{2 p+1} \\
& \times\left[\operatorname{Im} \tilde{g}(k)-\sum_{n=0}^{p}(-)^{n} \tilde{g}_{2 n}(2 k)^{-2 n-1}\right] \tag{G39}
\end{align*}
$$

which, using Eqs. (2.22) and (D5), may be written
in the form ${ }^{29}$

$$
\begin{align*}
\tilde{g}_{2 p+1} & =\frac{(-)^{p+1} 2^{2 p+2}}{\pi(2 p+2)!} \int_{-\infty}^{+\infty} d k D_{k}^{2 p+2}\left[1-|f(k)|^{-2}\right] \\
& =\frac{(-)^{p+1} 2^{2 p+2}}{\pi(2 p+3)!} \int_{-\infty}^{+\infty} d k D_{k}^{2 p+3}\left[k^{-1}|f(k)|^{-2}\right] . \tag{G40a}
\end{align*}
$$

The second line of this equation is obtained from the first by an integration by parts.

## APPENDIX H

In this Appendix we review the approach of Roberts, ${ }^{6}$ and we compare his results with those obtained in Sec. 4.

Roberts concentrates on the function $h(k)$ of Eqs. (G8). We have already shown in Appendix G how it is possible to express the odd coefficients of its asymptotic behavior in terms of energy moments of the scattering phase shift. This connection is given explicitly by Eq. (G13), which we may rewrite as

$$
\begin{equation*}
h_{2 p-1}=(-)^{p+1} p 2^{2 p+1} L_{p} \tag{H1}
\end{equation*}
$$

The coefficients $L_{p}$ are defined in Eq. (G17).
On the other hand, via the Verde technique, it is possible to connect the coefficients $h_{2 p-1}$ to the potential and its derivatives at the origin. Roberts uses only the explicit expressions for $h_{1}$ and $h_{3}$ which are easily obtained from the explicit formulas of Verde. We indicate here a more systematic approach; the results are, of course, the same ones we have already obtained (more directly) in the previous two Appendices.

We begin noticing that from Eqs. (G8), (4.1), and (4.3) it follows that

$$
\begin{equation*}
h(k)=-\int_{0}^{\infty} d r \frac{d}{d k} g(k, r) \tag{H2}
\end{equation*}
$$

This equation, through Eqs. (G9) and (4.5), implies that

$$
\begin{equation*}
h_{p}=-2(p+1) \int_{0}^{\infty} d r g_{p}(r) \tag{H3}
\end{equation*}
$$

We now show that the odd coefficients $g_{2 p+1}(r)$, which are connected to the coefficients $h_{2 p+1}$, are in fact an exact differential of a combination of even coefficients $g_{2 n}(r)$. It is therefore possible to express the quantities $h_{2 p+1}$ in terms of the quantities $g_{2 n} \equiv$ $g_{2 n}(0)$.

To achieve this aim it is convenient to introduce the two auxiliary functions $g_{ \pm}(k, r)$, connected to the function $g(k, r)$ of Sec. 4 through

$$
\begin{equation*}
g_{ \pm}(k, r)=\frac{1}{2}[g(k, r) \pm g(-k, r)] \tag{H4}
\end{equation*}
$$

[^91]From this definition and the differential equation satisfied by $g(k, r)$, Eq. (4.2), we easily obtain

$$
\begin{equation*}
g_{-}^{\prime}(k, r)=2 i k g_{+}(k, r)-2 g_{+}(k, r) g_{-}(k, r) \tag{H5}
\end{equation*}
$$

This equation may be rewritten in the form

$$
\begin{equation*}
g_{+}(k, r)=-\frac{1}{2} \frac{d}{d r} \ln \left[1-\left(\frac{1}{i k}\right) g_{-}(k, r)\right] \tag{H6}
\end{equation*}
$$

If in both sides of this equation we insert the asymptotic expansions

$$
\begin{equation*}
g_{+}(k, r)=\sum_{n=0}^{N} g_{2 n+1}(r)(-2 i k)^{-2 n-2}+O\left(k^{-2 N-4}\right) \tag{H7a}
\end{equation*}
$$

$g_{-}(k, r)=\sum_{n=0}^{N} g_{2 n}(r)(-2 i k)^{-2 n-1}+O\left(k^{-2 N-3}\right)$,
which obviously follow from the asymptotic expansion of $g(k, r)$, Eq. (4.5), and the definitions of $g_{+}(k, r)$ and $g_{-}(k, r)$, Eq. (H4), we find

$$
\begin{equation*}
g_{2 p+1}(r)=\frac{1}{2} \frac{d}{d r} \sum(-2)^{m}(m-1)!\prod_{j=1}^{l}\left[\frac{1}{s_{j}!} g_{2 j-2}^{s_{j}}(r)\right] \tag{H8a}
\end{equation*}
$$

the sum being extended over all sets of positive integral values of $l$ and $s_{l}$ and nonnegative integral values of $s_{j},(j=1,2, \cdots, l-1)$, such that

$$
\begin{equation*}
\sum_{j=1}^{l} j s_{j}=p+1 \tag{H8b}
\end{equation*}
$$

and with

$$
\begin{equation*}
m=\sum_{j=1}^{l} s_{j} \tag{H8c}
\end{equation*}
$$

This equation is derived by a technique similar to that used to derive Eq. (G26).

Inserting this equation in Eq. (H3) and using Eq. (4.8), we secure

$$
\begin{equation*}
h_{2 p+1}=2(p+1) \sum(-2)^{m}(m-1)!\prod_{j=1}^{l}\left(\frac{1}{s_{j}!} g_{2 j-2}^{s_{j}}\right) \tag{H9}
\end{equation*}
$$

the sum being extended over the same values of $l$, $p$, and $s_{j}$ as specified above.

This last equation expresses the energy moments of the phase shift through the values of the potential and its derivatives at the origin, which are connected to the coefficients $g_{n}$ through Verde's recursion relations, as is discussed in Sec. 4 and Appendix F. If, on the other hand, it is our purpose to express the values of the potential and its derivatives at the origin in terms of the scattering parameters, then we should invert Eq. (H9)-i.e., derive from it an expression for each $g_{2 p}$ in terms of the $h_{2 n+1}$ 's. In this manner we would recover Eq. (G34). In fact, it is apparent that the procedure we have now described is the inverse of that of Appendix $G$, just as the logarithm is the inverse of the exponential.

However, it should be emphasized that with the approach we have just described it is impossible to obtain the odd coefficients $\tilde{g}_{2 p+1}$, which are connected to the moments of the "spectral function" $|f(k)|^{-2}$ (see Appendix G). On the other hand, as is clear from the discussion of Appendix F (see, also, Sec. 5), only if we know all the coefficients $g_{n}$-and this requires the knowledge of all the coefficients $\tilde{g}_{n}$ and, in addition, of the bound-state normalization coefficients $C_{n}$ [see Eqs. (4.16) and (4.17)]-only then can we obtain all the derivatives of the potential.

The reason why the approach of Sec. 4 is more powerful than that of Roberts ${ }^{6}$ is that the function $g(k)$, on which we concentrate, contains more information than the function $h(k)$, or, for that matter, $f(k)$. This is easily recognized because the function $g(k)$ contains all the information which is required for the complete specification of the potential (see Appendix A and Sec. 5); in fact, its poles in the lower half-plane, through their positions and their residues, characterize both the energies and the normalization coefficients of the bound states. On the other hand, the Jost function $f(k)$, as is well known, characterizes the bound-state energies, but not the bound-state normalization coefficients (see Appendix A). It is an additional boon that theasymptotic behavior of the function $g(k)$ turns out to be more directly related (via the Verde technique) to the interaction.

Finally, let us note that, by considering the even quantities $h_{2 n}$ as well as the odd quantities $h_{2 n+1}$, one does not get any additional information on the values of the potential and its derivatives at the origin because the even functions $g_{2 n}(r)$ [which yield the even coefficients $h_{2 n}$ through Eq. (H3)] cannot be expressed as exact differentials. In fact, the consideration of the even coefficients $h_{2 n}$ would simply reproduce Verde's results for the asymptotic expansion of the scattering phase shift because the even coefficients $h_{2 n}$ are directly related to the asymptotic coefficients $a_{n}$ of the phase shift through Eq. (G11). For instance, the first three expressions thus obtained read

$$
\begin{gather*}
a_{0}=-\frac{1}{2} \int_{0}^{\infty} V(r) d r  \tag{H10}\\
a_{1}=-\frac{1}{2^{3}}\left[V^{\prime}(0)+\int_{0}^{\infty} V^{2}(r) d r\right]  \tag{H11}\\
a_{2}=\frac{1}{2^{5}}\left[V^{\prime \prime \prime}(0)-3\left[V^{2}(0)\right]^{\prime}\right. \\
\left.-\int_{0}^{\infty}\left[V^{\prime}(r)\right]^{2} d r-2 \int_{0}^{\infty}[V(r)]^{3} d r\right] \tag{H12}
\end{gather*}
$$

Of course, expressions of this kind also qualify as exact explicit relationships between the scattering parameters and the potential; but unfortunately the
information on the potential they yield is quite "implicit" because the potential enters in these formulas in a complicated way, involving its powers and the powers of its derivatives not only at the origin but also as arguments of integrals extending over all (positive) values of $r$.

## APPENDIX I

In this Appendix we discuss some consequences of Theorem 3 of Sec. 5 for the very special class of even Bargmann's potentials. ${ }^{9,21}$ As in the rest of the paper, we consider only $S$ waves.

By definition a Bargmann potential is a potential whose Jost function $f(k)$ is a rational function of $k$ :

$$
\begin{equation*}
f(k)=\prod_{j=1}^{n}\left[\frac{k-\alpha_{j}}{k-\beta_{j}}\right] . \tag{I1}
\end{equation*}
$$

The constants $\beta_{j}$ must satisfy the condition

$$
\begin{equation*}
\operatorname{Im} \beta_{j}>0 \tag{I2}
\end{equation*}
$$

in order that the corresponding potential vanish asymptotically sufficiently fast; the constants $\alpha_{j}$ must satisfy the same condition, i.e.,

$$
\begin{equation*}
\operatorname{Im} \alpha_{j}>0 \tag{I3}
\end{equation*}
$$

unless they are purely imaginary, in which case they may also occur in the lower half-plane, corresponding to bound states with energy $E_{j}=\alpha_{j}^{2}$ :

$$
\begin{equation*}
\operatorname{Im} \alpha_{j}<0, \quad \operatorname{Re} \alpha_{j}=0, \quad j=1,2, \cdots, N \tag{I4}
\end{equation*}
$$

The number $N(\leq n)$ is the number of bound states. Finally, the reality of the potential implies that both the $\alpha_{j}$ 's and the $\beta_{j}$ 's either be purely imaginary or occur in real conjugate pairs:

$$
\begin{equation*}
\alpha_{j}=-\alpha_{i}^{*}, \quad \beta_{j}=-\beta_{i}^{*} \tag{I5}
\end{equation*}
$$

Theorem 1: The functions $g(k)$ and $\tilde{g}(k)$, corresponding to a Bargmann potential, are rational functions of $k$.

The validity of this theorem is directly implied by the definition of a Bargmann potential [Eq. (II) above] and by Eqs. (2.22), (2.23), and (2.19).

Theorem 2: The runction $\operatorname{Re} g(k)$, corresponding to an even Bargmann potential, vanishes identically.

This theorem is a direct consequence of Theorem 1 above and of Theorem 3 of Sec. 5 [see Eq. (5.2)].

Corollary 2.1: There does not exist any even Bargmann potential without bound states.
This result is a direct consequence of the preceding theorem and of the equality of $g(k)$ to $\tilde{g}(k)$ if there are no bound states [see Eq. (2.19)] because the holomorphy of $\tilde{g}(k)$ in the lower half-plane implies that it must vanish identically if its real part vanishes on the real axis.

Corollary 2.2: There exists one and only one even Bargmann potential with given bound state energies $E_{n}$ and normalization coefficients $C_{n}$.

In fact, from Theorem 2 above and Eq. (2.19) we get

$$
\begin{equation*}
\operatorname{Re} \tilde{g}(k)=\sum_{n} \frac{C_{n}}{k^{2}-E_{n}}, \quad \operatorname{Im} k=0 \tag{I6}
\end{equation*}
$$

From this equation and the dispersion relation implied by the holomorphy of $\tilde{g}(k)$ in the lower half-plane we get

$$
\begin{equation*}
\operatorname{Im} \tilde{g}(k)=-k \sum_{n} \frac{C_{n}\left|E_{n}\right|^{-\frac{1}{2}}}{k^{2}-E_{n}}, \quad \operatorname{Im} k=0 \tag{17}
\end{equation*}
$$

Thus we see that once the bound state energies $E_{n}$ and the normalization coefficients $C_{n}$ are given, the functions $\tilde{g}(k)$ (and therefore also the phase shift and the potential) is uniquely determined.

For instance, the only even Bargmann potential having one bound state with binding energy $E$ and normalization constant $C$ is

$$
V(r)=4 \frac{C}{p} \frac{d}{d r}
$$

$\times\left[\frac{\sinh (b r) \cosh (p r)}{(p-b) \cosh (p+b) r-(p+b) \cosh (p-b) r}\right]$,
and the corresponding phase shift is

$$
\eta(k)=\arctan (p / k)+\arctan (b / k)
$$

with

$$
\begin{equation*}
p=+|E|^{\frac{1}{2}} \tag{I9}
\end{equation*}
$$

and

$$
\begin{equation*}
b=\left(p^{2}+C / p\right)^{\frac{1}{2}} \tag{I10}
\end{equation*}
$$

We emphasize that the requirement that the corresponding potential be of Bargmann type and even implies that the phase shift is determined once the bound-state parameters are assigned, and, in fact, one easily finds the general formula

$$
\begin{align*}
\eta(k)= & 2 \sum_{n=1}^{N} \arctan \left(\frac{\left|E_{n}\right|^{\frac{1}{2}}}{k}\right) \\
& -\frac{k}{2 \pi} P \int_{-\infty}^{+\infty} d q \frac{1}{q^{2}-k^{2}} \ln \left[1+\sum_{n=1}^{N} \frac{C_{n}\left|E_{n}\right|^{-\frac{1}{2}}}{q^{2}-E_{n}}\right] \tag{I12}
\end{align*}
$$
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## 1. INTRODUCTION

In a preceding series of papers, ${ }^{1,2}$ we develop manifestly covariant statistical mechanics. In particular,

[^93]we studied electromagnetic interactions and obtained a rigorous hierarchy of equations for suitable reduced densities. This formalism presents several peculiarities. First it is completely free of the usual self-energy divergences of classical field theory; in other words, it is renormalized. Second, the formalism includes all the effects of radiation phenomena through a finite number of additional variables.

Accordingly, the present series of papers is mainly concerned with the study of manifestly covariant
kinetic equations including radiation effects. In particular we want to investigate the statistical effects of radiation on the particle states.

Due to the fact that in the relativistic framework there exists a new universal constant $c$, the velocity of light in vacuum, there also exists two dimensionless expansion parameters, ${ }^{3}$ one more than in the Newtonian case. One of these parameters is the usual plasma parameter ${ }^{4}\left(e^{2} n^{\frac{1}{3}} \beta\right)$ while another one may be ${ }^{5}$ ( $\tau_{0} \omega_{p}$ ), where $\omega_{p}$ is the plasma frequency and

$$
\tau_{0}=\frac{2}{3} \frac{e^{2}}{m c^{3}} \quad\left(\tau_{0} \sim 10^{-23} \text { for an electron }\right)
$$

( $\tau_{0}$ is sometimes called the "noncausality time" ${ }^{6}$ ) which is characteristic of radiation phenomena. ${ }^{2,6}$

In these papers, we consider kinetic equations valid at order $\sim \tau_{0}$, essentially because "it is empirically well known that only the first order in $\tau_{0}$ is physically significant." ${ }^{6}$ It should be noticed that neglecting terms in $\tau_{0}^{2}$ amounts to neglecting (for instance) double Thomson scattering. In this paper (I), we derive a simple kinetic equation valid at order $\sim\left(n e^{2} \tau_{0}\right)$, in other words, we consider a self-consistent approximation (Vlasov approximation) which takes radiation phenomena into account. Next, we apply this kinetic equation to several problems: dispersion relations, hydrodynamical equations, etc.

Paper II is devoted to a "Landau approximation," i.e., to order $\left(n e^{4} \tau_{0}\right)$, weak collisions, etc., also including radiation effects.

In Sec. 2, we recall the basic equations of relativistic statistical mechanics. In Sec. 3 we derive the generating equation of the relativistic BBGKY hierarchy which is used in Sec. 4 to obtain a kinetic equation valid at order $\sim n e^{2} \tau_{0}$. Section 5 is devoted to the derivation of the dispersion relations while Sec. 6 deals with the covariant form of the conductivity tensor. In Sec. 7 we prove an $H$ theorem. Finally, Sec. 8 is concerned with the hydrodynamical equations.

## 2. SUMMARY OF RELATIVISTIC STATISTICAL MECHANICS

In this section we give the basic concepts, definitions, and notations used throughout this paper. We do not justify or discuss them here, the details having been given in Refs. 1 and 2.

[^94]
## A. Equations of Motion

As is well known, the relativistic dynamics of electromagnetically interacting particles may be approached in two equivalent ways. They are (a) the action-at-a-distance formalism and (b) the field one. Both approaches, which have been discussed and compared by Havas, ${ }^{7}$ lead to the same equations of motion in a rigorous manner. ${ }^{8}$ These equations are the Lorentz-Dirac equations, ${ }^{6,9}$

$$
\begin{equation*}
m \gamma_{i}^{\mu}=\frac{e^{(i)}}{c} F^{\mu v}\left(x_{\rho i}\right) u_{v i}+m \tau_{0} \Delta^{\mu v}\left(u_{\rho i}\right) \dot{\gamma}_{v i}, \quad i=1 \cdots N \tag{2.1}
\end{equation*}
$$

where we have ${ }^{10}$

$$
\begin{gather*}
u_{i}^{\mu}=\frac{d x_{i}^{\mu}}{d \tau_{i}}, \quad \gamma_{i}^{\mu}=\frac{d u_{i}^{\mu}}{d \tau_{i}}, \quad \dot{\gamma}_{i}^{\mu}=\frac{d \gamma_{i}^{\mu}}{d \tau_{i}}  \tag{2.2}\\
\Delta^{\mu \nu}\left(u_{\rho}\right)=g^{\mu \nu}-\frac{u^{\mu} u^{\nu}}{c^{2}} \tag{2.3}
\end{gather*}
$$

$\tau_{i}=$ proper time of the $i$ th particle. In Eq. (2.1), $m$ is the finite observable renormalized mass and $\stackrel{(i)}{F}^{\mu \nu}$ is the "electromagnetic field" due to all particles but the $i$ th, the "self-fields" being subtracted and leading to the last term of the right-hand side of Eq. (2.1) (and to the renormalization of mass). $\stackrel{(i)}{F}^{\mu \nu}$ is given by

$$
\begin{align*}
\stackrel{(i)}{F}^{\mu v}\left(x_{\rho}\right)= & \frac{4 \pi e}{c} \sum_{j \neq i} \iint d_{4} x^{\prime} \cdot d_{4} u^{\prime} \cdot d \tau^{\prime} \\
& \times\left\{u^{\prime} \partial^{\mu}-u^{\prime \mu} \partial^{v}\right\} D_{\mathrm{ret}}\left(x_{\rho}-x_{\rho}^{\prime}\right) \\
& \times \delta\left[x_{\rho}^{\prime}-x_{\rho j}\left(\tau^{\prime}\right)\right] \otimes \delta\left[u_{\rho}^{\prime}-u_{\rho j}\left(\tau^{\prime}\right)\right] \tag{2.4}
\end{align*}
$$

where $D_{\text {ret }}\left(x_{\delta}\right)$ is the usual retarded elementary solution of $\square D_{\text {ret }}=\delta$. We strongly emphasize that Eq̧. (2.1) are rigorous and hence are admissible as a starting point of relativistic statistical mechanics. Furthermore, they contain all the effects of radiation through the term involving $\dot{\gamma}^{\mu}$.

[^95]Moreover, the Einstein summation convention is used; Greek indices run from zero to three while Latin ones run from one to three.

## B. Phase Space-Relativistic Gibbs Ensembles

Contrary to the usual case where phase space may be identified with the space of initial data, the relativistic phase space is only suggested by the form of the equations of motion (2.1) and hence is chosen for convenience. ${ }^{1.2}$ Here, phase space will be chosen as being the following 12 N -dimensional space:

$$
\begin{equation*}
\Gamma=\left\{x_{\mu}\right\}^{N} \times\left\{u_{\mu}\right\}^{N} \times\left\{\dot{\gamma}_{\mu}\right\}^{N} . \tag{2.5}
\end{equation*}
$$

[In fact, relativistic phase space is only 10 N -dimensional because of the $2 N$ constraints,

$$
\begin{align*}
u_{i}^{\mu} u_{\mu i}=c^{2}, & i=1 \cdots N,  \tag{2.6}\\
\gamma_{i}^{\mu} u_{\mu i}=0, & i=1 \cdots N . \tag{2.7}
\end{align*}
$$

The latter conditions, obtained by differentiation of Eq. (2.6), imply $N$ conditions on the $\gamma_{i}^{\mu \prime}$ 's through Eq. (2.1). However, the constraints (2.6) and (2.7) will be incorporated in the densities so that we can actually consider Eq. (2.5) as defining phase space.]

A relativistic Gibbs ensemble is now defined as: (a) the manifold of solutions of Eq. (2.1) and (b) a probability on this manifold. In other words, what is random is the data of the entire trajectories of the particles of the system. We assume the existence of an averaging operation, not as usual over initial data but rather over the trajectories of the particles. This last assumption is needed because both complete relativistic invariance and the precise nature of the initial data of the nonlinear integrodifferential equations (2.1) are yet unknown. ${ }^{1.11}$

## C. Densities

In these papers we only need the one- and twoparticle densities, so that we only give the definition of these later.

We first define the random one-particle density:

$$
\begin{align*}
& R_{1}\left(x_{v}, u_{v}, \dot{\gamma}_{v i} \tau\right)=\sum_{i=1}^{i=N} \delta\left[x_{v}-x_{v i}(\tau)\right] \\
& \otimes \delta\left[u_{v}-u_{v i}(\tau)\right] \otimes \delta\left[\dot{\gamma}_{v}-\dot{\gamma}_{v i}(\tau)\right] \tag{2.8}
\end{align*}
$$

which is random because the $x_{v i}(z)$ 's are random. From $R_{1}$ we define the proper time-dependent density,

$$
\begin{equation*}
D_{1}\left(x_{v}, u_{v}, \dot{\gamma}_{v} ; \tau\right)=N\left\langle R_{1}\left(x_{v}, u_{v}, \dot{\gamma} ; \tau\right)\right\rangle, \tag{2.9}
\end{equation*}
$$

where the brackets represent the averaging operation. It should be realized that $D_{1}$ has no direct physical meaning and is only a useful intermediary to obtain the relativistic one-particle density:

$$
\begin{equation*}
\mathcal{N}_{1}\left(x_{v}, u_{v}, \dot{\gamma}_{v}\right)=\int_{-\infty}^{+\infty} D_{1}\left(x_{v}, u_{v}, \dot{\gamma}_{v}\right) d \tau . \tag{2.10}
\end{equation*}
$$

[^96]\[

$$
\begin{align*}
& D_{1} \text { is normalized through } \\
& \qquad \int D_{1}\left(x_{v}, u_{v}, \dot{\gamma}_{v}\right) d_{4} x_{4} \cdot d_{4} u \cdot d_{4} \dot{\gamma}=1 \tag{2.11}
\end{align*}
$$
\]

while the normalization of $\mathcal{N}_{1}$ may be found in Ref. 1. In the same way, we define the random two-particle density,

$$
\begin{equation*}
R_{2}\left(X, \tau ; X^{\prime}, \tau^{\prime}\right)=\sum_{i \neq j} \delta\left[X-X_{i}(\tau)\right] \otimes \delta\left[X^{\prime}-X_{j}\left(\tau^{\prime}\right)\right] \tag{2.12}
\end{equation*}
$$

with $X \equiv\left(x_{v}, u_{v}, \dot{\gamma}_{v}\right)$, and $D_{2}$ by

$$
\begin{equation*}
D_{2}\left(X, \tau ; X^{\prime}, \tau^{\prime}\right)=N(N-1)\left\langle R_{2}\left(X, \tau ; X^{\prime}, \tau^{\prime}\right)\right\rangle ; \tag{2.13}
\end{equation*}
$$

$D_{2}$ is also normalized to unity (in what follows we assume that $N \gg 1$ ).
Since we want to obtain a kinetic equation for the particles, we only need the "reduced" $\mathcal{N}_{1}\left(x_{v}, u_{v}\right)$ obtained from $\mathcal{N}_{1}\left(x_{v}, u_{v}, \dot{\gamma}_{v}\right)$ by an integration over $\dot{\gamma} . \mathcal{N}_{1}\left(x_{v}, u_{v}\right)$ is normalized through
$\iint_{\Sigma} d_{4} u d \Sigma_{\mu} u^{\mu} \mathcal{N}_{1}=1$,
for every spacelike three-surface $\Sigma$,
where $d \Sigma_{\mu}$ is the differential form "surface element."
It must be noted that the constraints (2.6) and (2.7) are actually included in the densities because of the occurrence of $x_{v i}(\tau), u_{v i}(\tau), \dot{\gamma}_{v i}(\tau)$ in their definitions.

## D. The Relativistic Hierarchy

We now use the elegant methods of Klimontovich. In order to obtain a relativistic hierarchy, we first derive a generating equation, i.e., an equation satisfied by random densities. Starting from the continuity equation, ${ }^{12}$

$$
\begin{equation*}
\frac{\partial R_{1}}{\partial \tau}+u^{\mu} \partial_{\mu} R_{1}+\frac{\partial}{\partial u^{\mu}}\left\{\gamma^{\mu} R_{1}\right\}+\frac{\partial}{\partial \dot{\gamma}^{\mu}}\left\{\gamma^{\mu} R_{1}\right\}=0, \tag{2.15}
\end{equation*}
$$

the generating equation is obtained after an integration over $\dot{\gamma}$ and taking Eq. (2.1) into account,

$$
\begin{align*}
& \frac{\partial}{\partial \tau} R_{1}\left(x_{v}, u_{v} ; \tau\right)+u^{\mu} \partial_{\mu} R_{1}\left(x_{v}, u_{v} ; \tau\right) \\
& \quad+\frac{4 \pi e^{2}}{m c^{2}} u_{v} \frac{\partial}{\partial u_{\mu}} \int d \tau^{\prime} \cdot d_{4} x^{\prime} \cdot d_{4} u^{\prime} \\
& \quad \times\left\{u^{\prime \prime} \partial^{\mu}-u^{\prime \mu} \partial^{v}\right\} D_{\mathrm{ret}}\left(x_{\rho}-x_{\rho}^{\prime}\right) R_{2}\left(X, \tau ; X^{\prime}, \tau^{\prime}\right) \\
& =  \tag{2.16}\\
& =-\tau_{0} \frac{\partial}{\partial u^{\mu}}\left\{\Delta^{\mu v}\left(u_{\rho}\right) \int d_{4} \dot{\gamma} \cdot \dot{\gamma}_{v} R_{1}\left(x_{v}, u_{v}, \dot{\gamma}_{v} ; \tau\right)\right\} .
\end{align*}
$$

[^97]The right-hand side of Eq. (2.16) is proportional to $\tau_{0}$ and hence represents the effects of radiation on the motion of particles. This term couples the ordinary random densities for the particles to the generalized density including radiation effects. The left-hand side represents the generating renormalized Klimontovich equation. ${ }^{1,2,13}$ By taking average values of products of $R_{1}^{\otimes k}(k=1 \cdots)$ by both sides of Eq. (2.16), a relativistic hierarchy is obtained. ${ }^{2}$

## E. Remark

The equations of motion (2.1) actually do have some unphysical solutions, i.e., the so-called "runaway solutions," which have to be eliminated with asymptotic conditions. We could take these asymptotic conditions into account in this formalism. However, we are dealing with kinetic equations valid at order one in $\tau_{0}$ and hence we assume that the distribution functions are analytic in $\tau_{0}$. This analyticity assumption is sufficient to prevent the occurrence of such "runaway solutions" as shown by Lichnérowicz. ${ }^{14}$

In fact, this analyticity of the solution of the equation of motion eliminates the runaway solutions for a one-particle system embedded in an external force field. For interacting particles, such a property has never been proved so that we have to assume its validity. This assumption seems to be very plausible.

## 3. RELATIVISTIC HIERARCHY AT ORDER ONE IN $\tau_{0}$

Before deriving the generating equation at "order one in radiation effects," we first discuss the order of magnitude of the different terms of Eq. (2.16) using dimensional arguments.

## A. Dimensional Arguments

We rewrite Eq. (2.16) with dimensionless quantities. To this end we use the following substitutions:

$$
\begin{align*}
\tau & =\tau_{1} s  \tag{3.1}\\
x_{\mu} & =l_{0} \hat{x}_{\mu}  \tag{3.2}\\
u_{\mu} & =l_{0} \tau_{1}^{-1} \hat{u}_{\mu} \equiv \epsilon \hat{u}_{\mu}  \tag{3.3}\\
R_{1}\left(x_{v}, u_{v} ; \tau\right) & =\epsilon^{-4} l_{0}^{-4} \hat{R}_{1}\left(\hat{x}_{v}, \hat{u}_{v}, s\right), \tag{3.4}
\end{align*}
$$

where $l_{0}$ and $\tau_{1}$ are, respectively, some characteristic length and time of the electron plasma. It is important

[^98]to note that substitution (3.3) does not preserve the pseudolength of the four-vector $u^{\mu}$ :
\[

$$
\begin{equation*}
u^{\mu} u_{\mu}=c^{2}, \quad \hat{u}^{\mu} \hat{u}_{\mu}=\epsilon^{-2} c^{2} \tag{3.5}
\end{equation*}
$$

\]

This means that changing independently the scales of length and of time amounts to changing the scale of velocity and hence the numerical value of the speed of light,

$$
\begin{equation*}
\hat{c}=c \epsilon^{-1} \tag{3.6}
\end{equation*}
$$

It may be readily verified that substitution preserves the light cone, as is well known.

Now using substitutions (3.1)-(3.4), Eq. (2.16) may be rewritten as

$$
\begin{align*}
& \frac{\partial \hat{R}_{1}}{\partial s}\left(\hat{x}_{v}, \hat{u}_{v} ; s\right)+\hat{u}^{\mu} \hat{\partial}_{\mu} \hat{R}_{1}\left(\hat{x}_{v}, \hat{u}_{v} ; s\right)+\frac{4 \pi e^{2}}{m c} \tau_{1} l_{0}^{-2} \\
& \times u_{v} \frac{\partial}{\partial u^{\mu}} \int d s^{\prime} \cdot d_{4} \hat{x}^{\prime} \cdot d_{4} \hat{u}^{\prime}\left\{\hat{u}^{\prime} \hat{\partial}^{\mu}-\hat{u}^{\prime \mu} \hat{\partial}^{v}\right\} D_{\mathrm{ret}}\left(\hat{x}_{\rho}-\hat{x}_{\rho}^{\prime}\right) \\
& \times \hat{R}_{2}\left(\hat{x}_{\rho}, \hat{u}_{\rho}, s ; \hat{x}_{\rho}^{\prime}, \hat{u}_{\rho}^{\prime}, s^{\prime}\right) \\
& \quad=-\tau_{0} \tau_{1}^{-1} \frac{\partial}{\partial \hat{u}^{\mu}}\left\{\Delta^{\mu v}\left(\hat{u}_{\rho}\right) \int d_{4} \hat{\dot{\gamma}} \cdot \hat{\dot{\gamma}}_{v} \hat{R}_{1}\left(\hat{x}_{v}, \hat{u}_{v}, \hat{\dot{\gamma}}_{v} ; s\right)\right\}, \tag{3.7}
\end{align*}
$$

where we have set $\hat{\partial}_{\mu}=\left(\partial / \partial \hat{x}^{\mu}\right)$.
The last term of the left-hand side of Eq. (3.7) (i.e., the interaction term) will be of the order of magnitude of the right-hand side of Eq. (3.7) when the following condition is satisfied:

$$
\begin{equation*}
l_{0} \tau_{1}^{-1} \sim c \tag{3.8}
\end{equation*}
$$

Now choosing the Debye length for $l_{0}$,

$$
\begin{equation*}
l_{0}=e^{-1} n^{-\frac{1}{2}} \beta^{-\frac{1}{2}} \tag{3.9}
\end{equation*}
$$

and the plasma frequency for $\tau_{1}^{-1}$,

$$
\begin{equation*}
\tau_{1}^{-1} \sim \omega_{p} \sim e n^{\frac{1}{2}} m^{-\frac{1}{2}} \tag{3.10}
\end{equation*}
$$

condition (3.8) reduces to

$$
\begin{equation*}
k T \sim m c^{2} \tag{3.11}
\end{equation*}
$$

This condition signifies that the electron plasma should be relativistic. In other words, radiation effects are important for relativistic plasmas. This result is expected after the analysis of radiation by Schwinger. ${ }^{15}$ Of course, dimensional arguments are not proofs. They simply give an approximate idea.

## B. Generating Equation at Order One in $\tau_{0}$

At order one in $\tau_{0}$, the equations of motion (2.7) are to be replaced by the following:

$$
\begin{equation*}
m \gamma_{i}^{\mu}=\frac{e^{(i)}}{c} F^{\mu v} u_{v i}+m r_{0} \Delta^{\mu v}\left(u_{\rho}\right) \dot{\gamma}_{v i}^{[0]} \tag{3.12}
\end{equation*}
$$

[^99]where $\dot{\gamma}_{v i}^{[0]}$ is nothing but $\dot{\gamma}_{v i}$ calculated at order zero in $\tau_{0}$, i.e.,
\[

$$
\begin{equation*}
\dot{\gamma}_{v i}^{[0]}=\frac{d}{d \tau} \gamma_{v i}^{[0]}=\frac{d}{d \tau_{i}}\left\{\frac{e^{(i)}}{m c}{ }^{\mu v} u_{v i}\right\} . \tag{3.13}
\end{equation*}
$$

\]

In the same way, Eq. (2.16) should be approximated by taking the order zero in $\tau_{0}$ of its right-hand side. Therefore, we have

$$
\begin{align*}
& \frac{\partial}{\partial \tau} R_{1}\left(x_{v}, u_{v} ; \tau\right)+u^{\mu} \partial_{\mu} R_{1}\left(x_{v}, u_{v} ; \tau\right) \\
&+\frac{4 \pi e^{2}}{m c^{2}} u_{v} \frac{\partial}{\partial u^{\mu}}\left\{\int d \tau^{\prime} \cdot d_{4} x^{\prime} \cdot d_{4} u^{\prime}\left\{u^{\prime v} \partial^{\mu}-u^{\prime \mu} \partial^{v}\right\}\right. \\
& \times D_{\text {ret }}\left(x_{\rho}-x_{\rho}^{\prime}\right) R_{2}\left(x_{\rho}, u_{\rho}, \tau ; x_{\rho}^{\prime}, u_{\rho}^{\prime}, \tau^{\prime}\right) \\
&=-\tau_{0} \frac{\partial}{\partial u^{\mu}}\left\{\Delta^{\mu v}\left(u_{\rho}\right) \int d_{4} \dot{\gamma} \dot{\gamma}_{v}^{[0]} R_{1}^{[0]}\left(x_{v}, u_{v}, \dot{\gamma}_{v} ; \tau\right)\right\} \tag{3.14}
\end{align*}
$$

In Eq. (3.14) $R_{1}^{[0]}$ represents the zeroth-order approximation of $R_{1}$, i.e.,

$$
\begin{align*}
R_{1}^{[0]}\left(x_{v}, u_{v}, \dot{\gamma}_{v}, \tau\right) & =\sum_{i=1}^{i=N} \delta\left[x_{v}-x_{v i}^{[0]}(\tau)\right] \\
\otimes \delta\left[u_{v}\right. & \left.-u_{v i}^{[0]}(\tau)\right] \otimes \delta\left[\dot{\gamma}_{v}-\gamma_{v i}^{[0]}(\tau)\right] . \tag{3.15}
\end{align*}
$$

It should be realized that Eq. (3.13) implies that $\dot{\gamma}_{v i}^{[0]}$ is now a function of $u_{v i}^{[0]}$ and $\gamma_{v i}^{[0]}$. From Eq. (3.13) we easily find

$$
\begin{align*}
\dot{\gamma}_{v i}^{[0]}=\frac{e}{m c} & \left\{\stackrel{(i)}{F}_{v \alpha} \gamma_{i}^{\alpha}+u_{i}^{\rho} u_{i}^{\alpha} \partial_{\rho i}^{(i)} F_{v \alpha}\right\}^{[0]} \\
& =\frac{e}{m c}\left\{\frac{e}{m c} \stackrel{(i)}{F}_{v \alpha} \cdot \stackrel{(i)}{F}^{\alpha \beta} u_{\beta i}+u_{i}^{\rho} u_{i}^{\alpha} \partial_{\rho i}^{(i)} F_{v \alpha}\right\} \tag{3.16}
\end{align*}
$$

Using now expression (3.15) in Eq. (3.14), taking into account the various $\delta$ factors and Eq. (3.16), using the $\delta$ factors and integrating finally over $\dot{\gamma}$, we find

$$
\begin{aligned}
& \frac{\partial}{\partial \tau} R_{1}\left(x_{v}, u_{v} ; \tau\right)+u^{\mu} \partial_{\mu} R_{1}\left(x_{v}, u_{v} ; \tau\right) \\
& \quad+\frac{4 \pi e^{2}}{m c^{2}} u_{v} \frac{\partial}{\partial u^{\mu}} \iint d \tau^{\prime} \cdot d_{4} x^{\prime} \cdot d_{4} u^{\prime}\left\{u^{\prime v} \partial^{\mu}-u^{\prime \mu} \partial^{v}\right\} \\
& \left.\quad \times D_{\text {ret }}\left(x_{\rho}-x_{\rho}^{\prime}\right) \cdot R_{2}\left(x_{v}, u_{v}, \tau ; x_{v}^{\prime}, u_{v}^{\prime}, \tau^{\prime}\right)\right\} \\
& =- \\
& \quad-\tau_{0} \frac{\partial}{\partial u^{\mu}}\left\{\Delta^{\mu \nu}\left(u_{\rho}\right) \times\left[\left[\frac{4 \pi e^{2}}{m c^{2}} u^{\rho} u^{\alpha} \int d \tau^{\prime} \cdot d_{4} x^{\prime} \cdot d_{4} u^{\prime}\right.\right.\right. \\
& \quad \times\left\{u_{\alpha}^{\prime} \partial_{v}-u_{v}^{\prime} \partial_{\alpha}\right\} D_{\text {ret }}\left(x_{\rho}-x_{\rho}^{\prime}\right) \\
& \left.\quad \times R_{2}^{[0]}\left(x_{v}, u_{v}, \tau ; x_{v}^{\prime}, u_{v}^{\prime}, \tau^{\prime}\right)\right] \\
& \quad+\left[\left(\frac{4 \pi e^{2}}{m c^{2}}\right)^{2} u_{\alpha} \iint d \tau^{\prime} \cdot d_{4} x^{\prime} \cdot d_{4} u^{\prime} \cdot d \tau^{\prime \prime} \cdot d_{4} x^{\prime \prime} \cdot d_{4} u^{\prime \prime}\right. \\
& \quad \times\left\{u_{v}^{\prime} \partial_{\beta}-u_{\beta}^{\prime} \partial_{v}\right\} D_{\text {ret }}\left(x_{v}-x_{v}^{\prime}\right)
\end{aligned}
$$

$$
\begin{align*}
& \times\left\{u^{\prime \prime \beta} \partial^{\alpha}-u^{\prime \prime \alpha} \partial^{\beta}\right\} D_{\mathrm{ret}}\left(x_{v}-x_{v}^{\prime}\right) \\
& \times\left[R_{3}^{[0]}\left(x_{v}, u_{v}, \tau ; x_{v}^{\prime}, u_{v}^{\prime}, \tau ; x_{v}^{\prime \prime}, u_{v}^{\prime \prime}, \tau^{\prime \prime}\right)\right. \\
& \left.\left.\left.\left.\times W_{3 \mathrm{stoch}}^{2[0]}\left(x_{v}^{\prime}, u_{v}^{\prime}, \tau^{\prime} ; x_{v}^{\prime \prime}, u_{v}^{\prime \prime}, \tau^{\prime \prime} ;\left\{x_{v}, u_{v}, \tau\right\}\right)\right]\right]\right]\right\} \tag{3.17}
\end{align*}
$$

where we have designated by $W_{3 \text { stoch }}^{2}\left(X^{\prime}, X^{\prime \prime},\{X\}\right)$ the random density

$$
\begin{align*}
& W_{3 \mathrm{stoch}}^{2}\left(X^{\prime}, X^{\prime \prime},\{X\}\right)=\sum_{i \neq j} \delta\left[X^{\prime}-X_{i}\left(\tau^{\prime}\right)\right] \\
& \otimes \delta\left[X^{\prime \prime}-X_{i}\left(\tau^{\prime \prime}\right)\right] \otimes \delta\left[X-X_{j}(\tau)\right] \tag{3.18}
\end{align*}
$$

which has already been discussed. ${ }^{1,2}$
Equation (3.17) is the generating equation for which we were looking. The hierarchy at order one in $\tau_{0}$ is now obtained in a straightforward way by taking averages of products of $R_{1}$ by Eq. (3.17).

In view of the applications considered in this paper, we need only the first equation of the hierarchy. This equation is of the same form as Eq. (3.17) with the following replacements:

$$
R_{3} \rightarrow N^{2} D_{3}, \quad \text { and } \quad W_{3 \text { stoch }}^{2} \rightarrow N W_{3}^{2}
$$

Note also that the diagrams established in Ref. 2 may also be used to derive higher-order equations ${ }^{16}$; this requires only slight modifications.

## 4. A KINETIC EQUATION AT ORDER ( $n e^{2} \tau_{0}$ )

At order ( $n e^{2}$ ), the two particle density $D_{2}\left(x_{v}, u_{v}, \tau\right.$; $\left.x_{v}^{\prime}, u_{v}^{\prime}, \tau^{\prime}\right)$ is usually assumed to factorize:

$$
D_{2}\left(x_{v}, u_{v}, \tau ; x_{v}^{\prime}, u_{v}^{\prime}, \tau^{\prime}\right)=D_{1}\left(x_{v}, u_{v} ; \tau\right)
$$

$$
\begin{equation*}
\otimes D_{1}\left(x_{v}^{\prime}, u_{v}^{\prime} ; \tau^{\prime}\right) \tag{4.1}
\end{equation*}
$$

(or equivalently, the two-particle correlation function vanishes). We adopt this common assumption here. Therefore, starting with the first equation of the relativistic hierarchy at order one in $\tau_{0}$, derived from Eq. (3.17), taking into account the order considered (i.e., $n e^{2} \tau_{0}$ ), the following kinetic equation is obtained:

$$
\begin{align*}
& \frac{\partial}{\partial \tau} D_{1}\left(x_{v}, u_{v} ; \tau\right)+u^{\mu} \partial_{\mu} D_{1}\left(x_{v}, u_{v} ; \tau\right) \\
& \quad+\frac{4 \pi e^{2} N}{m c^{2}} u_{v} \frac{\partial}{\partial u^{\mu}}\left\{\int d \tau^{\prime} \cdot d_{4} x^{\prime} \cdot d_{4} u^{\prime}\left[u^{\prime v} \partial^{\mu}-u^{\prime \mu} \partial^{v}\right]\right. \\
& \left.\quad \times D_{\mathrm{ret}}\left(x_{\rho}-x_{\rho}^{\prime}\right) \times D_{1}\left(x_{v}^{\prime}, u_{v}^{\prime} ; \tau^{\prime}\right) \otimes D_{1}\left(x_{v}, u_{v} ; \tau\right)\right\} \\
& =-\tau_{0} \frac{\partial}{\partial u^{\mu}}\left\{\Delta^{\mu v}\left(u_{\rho}\right)\left(\frac{4 \pi e^{2} N}{m c^{2}}\right) u^{\rho} u^{\alpha} \int d \tau^{\prime} \cdot d_{4} x^{\prime} \cdot d_{4} u^{\prime}\right. \\
& \quad \times\left[u_{\alpha}^{\prime} \partial_{v}-u_{v}^{\prime} \partial_{\alpha}\right] \partial_{\rho} D_{\mathrm{ret}}\left(x_{\rho}-x_{\rho}^{\prime}\right) D_{1}\left(x_{v}^{\prime}, u_{v}^{\prime} ; \tau^{\prime}\right) \\
& \left.\otimes D_{1}\left(x_{v}, u_{v} ; \tau\right)\right\} \tag{4.2}
\end{align*}
$$

[^100]it may be readily verified that the radiation term [i.e., the right-hand side of Eq. (4.2) actually vanishes when the system under study is homogeneous, as expected.] At this point it may be worth emphasizing that the right-hand side of Eq. (4.2) represents the action of the (coherent) collective radiation field of the system on the motion of the particles. Note also that in the right-hand side of Eq . (4.2), we have replaced $D_{1}^{[0]}$ by $D_{1}$, thereby adding negligibly small terms of order $O\left(\tau_{0}^{2}\right)$. The left-hand side of Eq. (4.2) is the usual covariant form of the relativistic Vlasov equation.

Henceforth, we use the more "physical" ${ }^{1}$ density $\mathcal{N}_{1}\left(x_{v}, u_{v}\right)$ rather than $D_{1}\left(x_{v}, u_{v} ; \tau\right)$. Integrating Eq. (4.2) over $\tau$ and taking into account the property, ${ }^{1}$

$$
\lim _{\tau \rightarrow \pm \infty} D_{1}\left(x_{v}, u_{v} ; \tau\right)=0
$$

we find ${ }^{17}$

$$
\begin{align*}
u^{\mu} \partial_{\mu} \mathcal{N}+ & \left(\frac{4 \pi e^{2} N}{m}\right) u_{v} \int d_{4} x^{\prime} \cdot d_{4} u^{\prime}\left[u^{\prime v} \partial^{\mu}-u^{\prime \mu} \partial^{v}\right] \\
& \times D_{\mathrm{ret}}\left(x_{\rho}-x_{\rho}^{\prime}\right) \mathcal{N}\left(x_{\rho}^{\prime}, u_{\rho}^{\prime}\right) \frac{\partial}{\partial u^{\mu}} \mathcal{N}\left(x_{\rho}, u_{\rho}\right) \\
= & -\frac{4 \pi e^{2} N \tau_{0}}{m} \cdot \frac{\partial}{\partial u^{\mu}}\left\{\Delta^{\mu v}\left(u_{\rho}\right) u^{\rho} u^{\alpha} \int d_{4} x^{\prime} \cdot d_{4} u^{\prime}\right. \\
& \times\left[u_{\alpha}^{\prime} \partial_{v}-u_{v}^{\prime} \partial_{\alpha}\right] \partial_{\rho} D_{\mathrm{ret}}\left(x_{\rho}-x_{\rho}^{\prime}\right) \\
& \left.\times \mathcal{N}\left(x_{\rho}^{\prime}, u_{\rho}^{\prime}\right) \otimes \mathcal{N}\left(x_{\rho}, u_{\rho}\right)\right\} \tag{4.3}
\end{align*}
$$

This equation will be referred to as the "modified Vlasov equation."

## Linearization of the Modified Vlasov Equation

We now assume that the plasma under consideration is in an homogeneous equilibrium state described by the Jüttner-Synge distribution function ${ }^{18}$ :

$$
\begin{align*}
\mathcal{N}_{\mathrm{eq}}\left(u_{\rho}\right)=\frac{n_{0} m \xi}{4 \pi K_{2}(m \xi)} \exp & \left\{-m \xi^{\mu} u_{\mu}\right\} \\
& \cdot 2 \theta\left(u^{0}\right) \delta\left(u^{\mu} u_{\mu}-1\right) \tag{4.4}
\end{align*}
$$

i.e., Eq. (4.4) represents an equilibrium distribution function at order 0 in $e^{2}$. In expression (4.4), $n_{0}$ is the invariant (constant) world density of the electron gas, $K_{2}$ is a Kelvin function of order 2, and

$$
\begin{equation*}
\xi^{\mu}=\xi \bar{u}^{\mu} ; \quad \xi=(k T)^{-1} ; \quad \bar{u}^{\mu} \cdot \bar{u}_{\mu}=1 \tag{4.5}
\end{equation*}
$$

$\bar{u}^{\mu}$ being the average four-velocity. Now we study the motion of a "small disturbance" within this plasma.

[^101]To this end, we linearize the modified Vlasov equation by setting

$$
\begin{equation*}
\mathcal{N}\left(x_{v}, u_{v}\right)=\mathcal{N}_{\mathrm{eq}}\left(u_{v}\right)+\mathcal{N}_{(1)}\left(x_{v}, u_{v}\right) \tag{4.6}
\end{equation*}
$$

and assuming that the part of the distribution function which describes the disturbance is "small," i.e.,

$$
\begin{equation*}
\left\{\mathcal{N}_{(1)}\right\}^{2} \ll \mathcal{N}_{(1)} \tag{4.7}
\end{equation*}
$$

Substituting Eq. (4.6) into Eq. (4.3) and taking condition (4.7) into account, we get ${ }^{19}$
$u^{\mu} \partial_{\mu^{\prime}} \mathcal{N}_{(1)}+\frac{4 \pi e^{2}}{m} u_{v} \frac{\partial}{\partial u^{\mu}} \mathcal{N}_{\mathrm{eq}}\left(u_{\rho}\right)$

$$
\begin{align*}
& \times \int d_{4} x^{\prime} \cdot d_{4} u^{\prime}\left\{u^{\prime v} \partial^{\mu}-u^{\prime \mu} \partial^{v}\right\} \\
& \times D_{\mathrm{ret}}\left(x_{\rho}-x_{\rho}^{\prime}\right) \mathcal{N}_{(1)}\left(x_{\rho}^{\prime}, u_{\rho}^{\prime}\right) \\
= & -\left(\frac{4 \pi e^{2} \tau_{0}}{m}\right) \frac{\partial}{\partial u^{\mu}}\left\{\Delta^{\mu v}\left(u_{\rho}\right) u^{\rho} u^{\alpha} \int d_{4} x^{\prime} \cdot d_{4} u^{\prime}\right. \\
& \times\left\{u_{\alpha}^{\prime} \partial_{v}-u_{v}^{\prime} \partial_{\alpha}\right\} \partial_{\rho} D_{\mathrm{ret}}\left(x_{\rho}-x_{\rho}^{\prime}\right) \\
& \left.\times \mathcal{N}_{\mathrm{eq}}\left(u_{\rho}\right) \mathcal{N}_{(1)}\left(x_{\rho}^{\prime}, u_{\rho}^{\prime}\right)\right\} \tag{4.8}
\end{align*}
$$

It is important to realize that $\mathcal{N}_{\text {eq }}$ could as well have been chosen to be any other four-velocity-dependent distribution and not only the one given in Eq. (4.4).

## 5. DERIVATION OF DISPERSION RELATIONS

Let us first rewrite the above linearized modified Vlasov equation in terms of the Fourier transform $\hat{\mathcal{N}}_{(1)}$ of $\mathcal{N}_{(1)}$ :

$$
\mathcal{N}_{(1)}\left(x_{v}, u_{v}\right)=\frac{1}{(2 \pi)^{2}} \int d_{4} k \exp \left[i k^{\mu} x_{\mu}\right] \hat{\mathcal{N}}_{(1)}\left(k_{v}, u_{v}\right)
$$

$$
\begin{equation*}
\hat{\mathcal{N}}_{(1)}\left(k_{v}, u_{v}\right)=\frac{1}{(2 \pi)^{2}} \int d_{4} x \exp \left[-i k^{\mu} x_{\mu}\right] \mathcal{N}_{(1)}\left(x_{v}, u_{v}\right) \tag{5.1}
\end{equation*}
$$

From Eq. (5.1) and Eq. (4.8) we immediately find

$$
\begin{align*}
i k^{\mu} u_{\mu} \hat{\mathcal{N}}_{(1)}+ & i\left(\frac{4 \pi e^{2}}{m}\right) u_{v} \frac{\partial}{\partial u^{\mu}} \mathcal{N}_{\mathrm{eq}}\left(u_{\rho}\right) \\
& \times \int d_{4} u \frac{k^{\mu} u^{\prime v}-k^{v} u^{\prime \mu}}{-k^{\lambda} k_{\lambda}} \hat{\mathcal{N}}_{(1)}\left(k_{\rho}, u_{\rho}^{\prime}\right) \\
= & \left(\frac{4 \pi e^{2} \tau_{0}}{m}\right) \frac{\partial}{\partial u^{\mu}}\left\{\Delta^{\mu \nu}\left(u_{\rho}\right) u^{\rho} u^{\alpha} \mathcal{N}_{\mathrm{eq}}\left(u_{\rho}\right)\right\} \\
& \times \int d_{4} u^{\prime} \frac{u_{\alpha}^{\prime} k_{v}-u_{v}^{\prime} k_{\alpha}}{-k^{\lambda} k_{\lambda}} k_{\rho} \hat{\mathcal{N}}_{(1)}\left(k_{\rho}, u_{\rho}^{\prime}\right) \tag{5.2}
\end{align*}
$$

[^102]from which we get at once
\[

$$
\begin{align*}
& \hat{\mathcal{N}}_{(1)}\left(k_{v}, u_{v}\right) \\
& \quad=\frac{\omega_{p}^{2}}{n_{0}} u_{v} \frac{\partial}{\partial u^{\mu}} \mathcal{N}_{\mathrm{eq}}\left(u_{\rho}\right) \\
& \quad \times \frac{1}{k^{\lambda} u_{\lambda}} \int d_{4} u^{\prime} \frac{k^{\mu} u^{\prime \nu}-k^{\nu} u^{\prime \mu}}{k^{\lambda} k_{\lambda}} \hat{\mathcal{N}}_{(1)}\left(k_{\rho}, u_{\rho}\right) \\
& \quad+i\left(\frac{\tau_{0} \omega_{p}^{2}}{n_{0}}\right) \frac{\partial}{\partial u^{\mu}}\left\{\Delta^{\mu v}\left(u_{\rho}\right) u^{\rho} u^{\alpha} \mathcal{N}_{\mathrm{eq}}\left(u_{\rho}\right)\right\} \\
& \quad \times \frac{1}{k^{\lambda} u_{\lambda}} \int d_{4} u^{\prime} \frac{u_{\alpha}^{\prime} k_{v}-u_{v}^{\prime} k_{\alpha}}{k^{\lambda} k_{\lambda}} k_{\rho} \hat{\mathcal{N}}_{(1)}\left(k_{\rho}, u_{\rho}^{\prime}\right), \tag{5.3}
\end{align*}
$$
\]

where $\omega_{p}$ is the plasma frequency. In Eq. (5.3) it is intended that

$$
\begin{equation*}
\frac{1}{k^{\lambda} u_{\lambda}} \equiv i \pi \delta^{-}\left(k^{\lambda} u_{\lambda}\right)=i \pi\left\{\delta\left(k^{\lambda} u_{\lambda}\right)-\frac{i}{\pi} P \frac{1}{k^{\lambda} u_{\lambda}}\right\}, \tag{5.4}
\end{equation*}
$$

where $P$ denotes the Cauchy principal value.
The Fourier transform of the four-current due to the "small disturbance" $\mathcal{N}_{(1)}$, is

$$
\begin{equation*}
J^{\beta}\left(k_{v}\right)=e \int d_{1} u u^{\beta} \hat{\mathcal{N}}_{(1)}\left(k_{v}, u_{v}\right) . \tag{5.5}
\end{equation*}
$$

Now multiplying Eq. (5.3) by $e u^{\beta}$ and integrating over four-velocity $u^{\mu}$, we get the homogeneous linear system

$$
\begin{align*}
J^{\beta}\left(k_{v}\right)= & \frac{\omega_{p}^{2}}{k^{\alpha} k_{\alpha}}\left\{-I_{\lambda} k^{\beta}-k^{\alpha} k_{\alpha} I_{\lambda}^{\beta}+k^{\alpha} I_{\alpha} g_{\lambda}^{\beta}\right. \\
& \left.+i \tau_{0}\left(k^{\alpha} k_{\alpha} J_{\lambda}^{\beta}+\xi^{\alpha} k_{\alpha} \xi^{-1} g_{\lambda}^{\beta}-k^{\beta} \xi_{\lambda} \xi^{-1}\right)\right\} \cdot J^{\lambda}\left(k_{v}\right) . \tag{5.6}
\end{align*}
$$

In Eq. (5.6) we have used the following notations:

$$
\begin{align*}
& I_{v}\left(k_{\rho}, \xi_{\rho}\right)=n_{0}^{-1} \int d_{4} u \frac{u_{v}}{k^{\alpha} u_{\alpha}} \mathcal{N}_{\mathrm{eq}}\left(u_{\rho}\right),  \tag{5.7}\\
& I_{\mu}^{v}\left(k_{\rho}, \xi_{\rho}\right)=-n_{0}^{-1} \int d_{4} u \frac{u_{\mu} u^{v}}{\left(k^{\alpha} u_{\alpha}\right)^{2}} \mathcal{N}_{\mathrm{eq}}\left(u_{\rho}\right),  \tag{5.8}\\
& J_{\mu}^{v}\left(k_{\rho}, \xi_{\rho}\right)=n_{0}^{-1} \int d_{4} u \frac{u_{\mu} u^{v}}{k^{\alpha} u_{\alpha}} \mathcal{N}_{\mathrm{eq}}\left(u_{\rho}\right) . \tag{5.9}
\end{align*}
$$

These integrals are studied in the Appendix.
The dispersion relation is now obtained by setting the determinant of the linear system (5.6) equal to zero:

$$
\begin{array}{r}
\operatorname{det}\left\{g_{\lambda}^{\beta}\left(1-\omega_{p}^{2} \frac{k^{\alpha} I_{\alpha}+i \tau_{0} \xi^{\alpha} k_{\alpha} \xi^{-1}}{k^{\alpha} k_{\alpha}}\right)+\omega_{p}^{2}\left(I_{\lambda}^{\beta}-i \tau_{0} J_{\lambda}^{\beta}\right)\right. \\
\left.+\omega_{p}^{2} k^{\beta} \frac{I_{\lambda}+i \tau_{0} \xi_{\lambda} \xi^{-1}}{k^{\alpha} k_{\alpha}}\right\}=0 . \tag{5.10}
\end{array}
$$

Finally, Eq. (5.10) leads to the following dispersion relations [in a frame of reference where $\xi_{\mu}$ reduces to
$(\xi, 0)$ and choosing the third axis as the direction of propagation, i.e., $k_{\mu}$ reduces to

$$
\begin{gather*}
\left.\left(k^{0}, 0,0, k^{3}\right) \equiv(\omega, 0,0, k)\right]:  \tag{5.11}\\
\left\{1-\frac{\omega_{p}^{2}}{k^{\alpha} k_{\alpha}} G\right\}+\omega_{p}^{2}\left\{I_{1}^{1}+i \tau_{0} J_{1}^{1}\right\}=0 \tag{5.12}
\end{gather*}
$$

(for transverse modes),

$$
\begin{align*}
& \left\{\left[1-\frac{\omega_{p}^{2}}{k^{\alpha} k_{\alpha}} G\right]+\omega_{p}^{2}\left(I_{0}^{0}-i \tau_{0} J_{0}^{0}\right)+\frac{\omega_{p}^{2} k^{0}}{k^{\alpha} k_{\alpha}}\left(I_{0}+i \tau_{0}\right)\right\} \\
& \quad \times\left\{\left[1-\frac{\omega_{p}^{2}}{k^{\alpha} k_{\alpha}} G\right]+\omega_{p}^{2}\left(I_{3}^{3}-i \tau_{0} J_{3}^{3}\right)+\frac{\omega_{p}^{2} k^{3}}{k^{\alpha} k_{\alpha}}\left(I_{3}\right)\right\} \\
& \quad=\omega_{p}^{4}\left\{\frac{k^{3}}{k^{\alpha} k_{\alpha}}\left(I_{0}+i \tau_{0}\right)+I_{0}^{3}-i \tau_{0} J_{0}^{3}\right\} \\
& \quad \times\left\{I_{3}^{0}-i \tau_{0} J_{3}^{0}+\frac{k^{0} I_{3}}{k^{\alpha} k_{\alpha}}\right\} \tag{5.13}
\end{align*}
$$

(for longitudinal modes).
In Eqs. (5.12) and (5.13) we have set

$$
\begin{equation*}
G=k^{\nu} I_{v}+i \tau_{0} k^{\nu} \xi_{v} \cdot \xi^{-1} . \tag{5.14}
\end{equation*}
$$

The method used above to derive the dispersion relations has already been employed by Kursunoğlu ${ }^{20}$ in the case where radiation emission is neglected. However, the dispersion relations obtained by this author are incorrect, due to the fact that his $\mathcal{N}_{\text {eq }}$ does not transform as a scalar but rather as the zeroth component of a four-vector. ${ }^{21}$
In the dispersion relations (5.12) and (5.13), the radiation terms appear in two different ways. First, they appear in front of integrals $J_{\mu}^{\nu}$; these may be important under certain circumstances. Second, they appear in $G$ (for instance); these are negligibly small since in order to be appreciable they would require frequencies of the order of $10^{23} \mathrm{cps}$ ! Therefore, we drop these terms.

Note also that all the various integrals involved in in Eqs. (5.12)-(5.14) can be expressed in terms of

$$
I_{0}, \frac{\partial I_{0}}{\partial \omega} \text { and } \frac{\partial}{\partial(m \xi)} I_{0}
$$

(see Appendix). After expressing the dispersion relations for the longitudinal modes in terms of $I_{0}$ and its derivative with respect to $\omega$, neglecting the radiation terms and also terms in $\omega_{p}^{4}$, we recover formally the formula given by Kurşunoğlu. ${ }^{20,21}$

[^103]
## A. The Dispersion Relation at Zero Temperature

At zero temperature, the Jüttner-Synge distribution function becomes

$$
\begin{equation*}
\mathcal{N}_{\mathrm{eq}}\left(u_{\rho}\right)=n_{0} \delta\left(u_{\rho}-\bar{u}_{\rho}\right) 2 \theta\left(\bar{u}^{0}\right) \delta\left(\bar{u}^{\rho} \bar{u}_{\rho}-1\right) \tag{5.15}
\end{equation*}
$$

In what follows we drop the second $\delta$ factor and only write

$$
\begin{equation*}
\mathcal{N}_{\mathrm{eq}}\left(u_{\rho}\right)=n_{0} \delta\left(\bar{u}_{\rho}-u_{\rho}\right) \tag{5.16}
\end{equation*}
$$

and always keep in mind that $\bar{u}^{\rho} \bar{u}_{\rho}=1, \bar{u}^{0}>0$.
At zero temperature the various integrals involved in the dispersion relations are easily calculated and hence exact results may be obtained.

Putting Eq. (5.16) into the definitions (5.7), (5.8), and (5.9), we get immediately

$$
\begin{align*}
I_{v} & =\frac{\bar{u}_{v}}{k^{\lambda} \bar{u}_{\lambda}}  \tag{5.17}\\
I_{\mu}^{v} & =-\frac{\bar{u}_{\mu} \bar{u}^{v}}{\left(k^{2} \bar{u}_{\lambda}\right)^{2}}  \tag{5.18}\\
J_{\mu}^{v} & =\frac{\bar{u}_{\mu} \bar{u}^{v}}{k^{\lambda} \bar{u}_{\lambda}} \tag{5.19}
\end{align*}
$$

The dispersion relation for transverse waves now reads

$$
\begin{equation*}
k^{\alpha} k_{\alpha}=\omega_{p}^{2} \tag{5.20}
\end{equation*}
$$

or

$$
\begin{equation*}
\omega^{2}=k^{2}+\omega_{p}^{2} \tag{5.21}
\end{equation*}
$$

which is the usual expected result (in the reference frame already considered and for wave propagation along the third axis).

For the longitudinal oscillations, we obtain

$$
\begin{align*}
& \omega_{1}^{2}=k^{2}+\omega_{p}^{2} \\
& \omega_{2}^{2}=\omega_{p}^{2} \tag{5.22}
\end{align*}
$$

The second solution $\omega_{2}$ is the usual expected nonpropagating longitudinal wave at zero temperature. The first solution seems to be typically relativistic since it disappears at the Newtonian limit, as can easily be verified by taking $c=\infty$ in the longitudinal dispersion relation ${ }^{22,23}$ :

$$
\begin{equation*}
\omega^{4}-\omega^{2}\left(k^{2} c^{2}+\omega_{p}^{2}\right)+\omega_{p}^{2} c^{2} k^{2}=0 \tag{5.23}
\end{equation*}
$$

In Eqs. (5.22) and (5.23) we have neglected the radiation terms. Had we considered these terms, we should

[^104]have obtained
\[

$$
\begin{equation*}
\omega^{4}-\omega^{2}\left(k^{2} c^{2}+\omega_{p}^{2}\right)+i \tau_{0} \omega_{p}^{2} \omega c^{2} k^{2}+\omega_{p}^{2} c^{2} k^{2}=0 \tag{5.24}
\end{equation*}
$$

\]

for the longitudinal dispersion relation instead of Eq. (5.23). In fact, the radiation terms are probably irrelevant since our previous dimensional analysis seems to indicate that they are important only at high temperatures.

## B. The Dispersion Relations at Infinite Temperatures

Using the expressions at the extreme relativistic limit of the various integrals involved in the dispersion relations (5.12) and (5.13), it can be seen that they reduce to

$$
\begin{equation*}
k^{\mu} k_{\mu}=0 \tag{5.25}
\end{equation*}
$$

Therefore, it seems that the extreme relativistic plasma behaves like the vacuum for both longitudinal and transverse electromagnetic waves. However, the situation is not so simple. Indeed, when Eq. (5.25) is verified $\omega=k$, and hence the various integrals $J_{\mu}^{v}$ diverge (see Appendix). This means that electromagnetic waves are so strongly damped that they cannot propagate within an extreme relativistic plasma. This feature was of course expected since radiation emission becomes more and more effective in damping waves as the temperature increases. This result substantially disagrees with the one obtained by Kurşunoğlu. This is not surprising because of the reasons already mentioned.

Finally, we want to emphasize that the extreme relativistic approximation of our equations is meaningless, especially because, at super high temperatures our approximation is itself meaningless; we expect that order $\tau_{0}^{2}$, etc., should be significant.

## 6. THE CONDUCTIVITY TENSOR

We now look for a tensor $\sigma_{\mu \nu}^{\lambda}$ such that

$$
\begin{equation*}
\rho^{\lambda}=\sigma_{\mu \nu}^{\lambda} \hat{F}^{\mu \nu} \tag{6.1}
\end{equation*}
$$

where $\hat{F}^{\mu \nu}$ is the Fourier transform of the electromagnetic field generated by the disturbance. We have

$$
\begin{equation*}
\hat{F}^{\mu v}\left(k_{\rho}\right)=-4 \pi i \frac{k^{\mu} g^{v}-k^{v} \mathcal{J}^{\mu}}{k^{\alpha} k_{\alpha}} \tag{6.2}
\end{equation*}
$$

Using Eq. (5.3) written in the form

$$
\begin{align*}
& \hat{\mathcal{N}}_{(1)}\left(k_{\rho}, u_{\rho}\right) \\
& =\left\{\frac { 1 } { k ^ { \alpha } u _ { \alpha } } \left[\frac{\omega_{p}^{2}}{4 \pi i e n_{0}} u_{v} \frac{\partial}{\partial u^{\mu}} \mathcal{N}_{\mathrm{eq}}\left(u_{\rho}\right)\right.\right. \\
& \left.\left.\quad+\frac{\tau_{0} \omega_{p}^{2}}{4 \pi n_{0} e} \cdot \frac{\partial}{\partial u^{\lambda}}\left\{\Delta_{v}^{2}\left(u_{\rho}\right) k^{\alpha} u_{\alpha} u_{\mu} \mathcal{N}_{\mathrm{eq}}\left(u_{\rho}\right)\right\}\right]\right\} \cdot \hat{F}^{\mu v}\left(k_{\rho}\right), \tag{6.3}
\end{align*}
$$

and multiplying both sides of this equation by $e u^{\lambda}$, integrating over the four velocity, and using definition (6.1), we get

$$
\begin{align*}
\sigma_{\mu v}^{\lambda}\left(k_{\rho}\right)= & \frac{\omega_{p}^{2}}{8 \pi i}\left\{\left(g_{v}^{\lambda} I_{\mu}-g_{\mu}^{\lambda} I_{v}\right)+\left(k_{v} I_{\mu}^{\lambda}-k_{\mu} I_{v}^{\lambda}\right)\right\} \\
& +\frac{\tau_{0} \omega_{p}^{2}}{8 \pi}\left\{\xi^{-1}\left(g_{\mu}^{\lambda} \xi_{v}-g_{v}^{\lambda} \xi_{\mu}\right)+\left(k_{v} J_{\mu}^{\lambda}-k_{\mu} J_{v}^{\lambda}\right)\right\} \tag{6.4}
\end{align*}
$$

When we neglect the radiation terms in $\tau_{0}$ in Eq. (6.4), we recover the formula (up to unessential numerical factors) already given by Kurşunoğlu ${ }^{20}$; as we have pointed out in preceding sections, the difference lies in the different value of the various integrals involved therein. Note also that in Eq. (6.4), the first term in $\tau_{0}$ is in general negligible and hence will be dropped.

We now calculate the conductivity tensor at zero temperature. Using Eqs. (5.16) and (5.18) we get

$$
\begin{array}{r}
\sigma_{\mu v}^{\lambda}\left(k_{\rho}\right)=\frac{\omega_{p}^{2}}{8 \pi i}\left\{\frac{\left(g_{\mu}^{\lambda} \bar{u}_{v}-g_{v}^{\lambda} \tilde{u}_{\mu}\right)}{k^{\alpha} \bar{u}_{\alpha}}-\frac{\left(k_{v} \bar{u}_{\mu} \bar{u}^{\lambda}-k_{\mu} \bar{u}_{v} \bar{u}^{\lambda}\right)}{\left(k^{\alpha} \bar{u}_{\alpha}\right)^{2}}\right\} \\
\quad+\frac{\tau_{0} \omega_{p}^{2}}{8 \pi}\left\{\frac{\left.k_{v} \bar{u}_{\mu} \bar{u}^{\lambda}-k_{\mu} \bar{u}_{v} \bar{u}^{\lambda}\right)}{k^{\alpha} \bar{u}_{\alpha}}\right\}, \tag{6.5}
\end{array}
$$

which reduces to the usual form ${ }^{24}$ in the frame of reference where $\bar{u}_{v}=(1,0)$ (and after neglecting the irrelevant radiation terms).

At infinite temperature, it may be shown that the radiation terms become infinite while the usual terms vanish.

## 7. $H$-THEOREM

The modified relativistic Vlasov equation contains, as we have seen, all the effects of the emission of radiation by the electrons of the plasma. This emisson of radiation is by essence irreversible. Therefore, we expect an irreversible behavior of the plasma itself and hence an $H$ theorem to be valid. Let us now show that we actually have such a theorem.

To this end, we multiply both sides of Eq. (4.3) by

$$
\begin{equation*}
-k \log \mathcal{N}\left(x_{v}, u_{v}\right) \quad(k=\text { Boltzmann's const }) \tag{7.1}
\end{equation*}
$$

and integrate the resulting equation over the fourvelocities. We get

$$
\begin{align*}
& \partial_{\mu} S^{\mu}\left(x_{\rho}\right)+\frac{k e}{m} F^{\mu v}\left(x_{\rho}\right) \\
& \quad \times \int d_{4} u u_{v} \cdot \frac{\partial}{\partial u^{\mu}} \log \mathcal{N}\left(x_{\rho}, u_{\rho}\right) \cdot \mathcal{N}\left(x_{\rho}, u_{\rho}\right) \\
& =\frac{\tau_{0} e k}{m}\left\{\int d_{4} u \log \mathcal{N}\left(x_{\rho}, u_{\rho}\right)\right. \\
& \quad \times \frac{\partial}{\partial u^{\mu}}\left\{\Delta^{\mu v}\left(u_{\rho}\right) u^{\rho} u^{\alpha} \mathcal{N}\left(x_{\rho}, u_{\rho}\right)\right\} \times \partial_{\rho} F_{v a}\left(x_{\rho}\right) \tag{7.2}
\end{align*}
$$

[^105]where the entropy four-current density $S^{\mu}\left(x_{\rho}\right)$ is given by ${ }^{1}$
\[

$$
\begin{equation*}
S^{\mu}\left(x_{\rho}\right)=-k \int d_{4} u \cdot u^{\mu} \mathcal{N}\left(x_{\rho}, u_{\rho}\right) \log \mathcal{N}\left(x_{\rho}, u_{\rho}\right) \tag{7.3}
\end{equation*}
$$

\]

while the total entropy of the fluid is

$$
S(\Sigma)=\int_{\Sigma} d \Sigma_{\mu} \cdot S^{\mu}\left(x_{\rho}\right)
$$

where $\Sigma$ is an arbitrary spacelike three-surface. The second term of the right-hand side of Eq. (7.2) vanishes as can easily be seen by first integrating by parts, and then taking into account the antisymmetry of $F^{\mu \nu}$. Finally, we obtain (after integrating by parts twice)
$\partial_{\mu} S^{\mu}\left(x_{\rho}\right)=\frac{\tau_{0} e k}{m}\left\{\int d_{4} u \mathcal{N}\left(x_{\rho}, u_{\rho}\right) \frac{\partial}{\partial u^{\mu}}\left[g^{\mu v} u^{\rho} u^{\alpha}\right]\right\} \partial_{\rho} F_{v \alpha}$,

$$
\begin{align*}
& =\frac{\tau_{0} e k}{m}\left\{\int d_{4} u \mathcal{N}\left(x_{\rho}, u_{\rho}\right)\left[g^{\rho v} u^{\alpha}+g^{v \alpha} u^{\rho}\right]\right\} \partial_{\rho} F_{v \alpha}  \tag{7.4}\\
& =\frac{\tau_{0} k}{m}\left\{J^{\alpha} \partial_{v} F_{\alpha}^{v}+J^{\rho} \partial_{\rho} F_{\alpha}^{\alpha}\right\} \tag{7.5}
\end{align*}
$$

or

$$
\begin{equation*}
\partial_{\mu} S^{\mu}\left(x_{\rho}\right)=\frac{\tau_{0} k}{m} J^{\alpha} \cdot J_{\alpha} \tag{7.6}
\end{equation*}
$$

where we have used Maxwell's equations,

$$
\begin{equation*}
\partial_{\mu} F^{\mu v}\left(x_{\rho}\right)=J^{v}\left(x_{\rho}\right) \tag{7.7}
\end{equation*}
$$

Since the four-current is necessarily a timelike fourvector, it follows from Eq. (7.6) that

$$
\begin{equation*}
\partial_{\mu} S^{\mu}\left(x_{\rho}\right)>0 \tag{7.8}
\end{equation*}
$$

which inequality expresses our $H$ theorem in a covariant way. As is well known, Eq. (7.8) leads immediately to ${ }^{25}$

$$
\begin{equation*}
S\left(\Sigma_{0}\right)<S\left(\Sigma_{1}\right) \tag{7.9}
\end{equation*}
$$

where the arbitrary spacelike three-surface $\Sigma_{1}$ is entirely situated in the future of $\Sigma_{0}$. Equation (7.8) or Eq. (7.9) expresses the increase of entropy in the course of "time."

## Connection with the Einstein-Ritz Controversy

At the beginning of the century, an interesting controversy took place between Einstein and Ritz ${ }^{26}$ on the relation between the use of retarded actions in physics and the Carnot principle. Essentially, Ritz's point of view was that the basis of Carnot principle was due to retarded actions only.

[^106]This point of view has also been discussed by Costa de Beauregard. ${ }^{27}$ Einstein's view on this problem was that in nature, actions should be time symmetrical and therefore the Carnot principle (and irreversibility) should follow mainly from probabilistic considerations.

In this paper we deal with retarded actions only and therefore it may be worthwhile examining more closely the connection of Einstein's and Ritz's views with our irreversible equations. Let us first notice that had we used advanced actions instead of retarded ones, we would have found the same equations as those derived in this paper, except that the terms in $\tau_{0}$ would have been changed to terms in minus $\tau_{0}$. Consequently, instead of Eq. (7.8) we would have found

$$
\begin{equation*}
\partial_{\mu} S^{\mu}\left(x_{\rho}\right)<0, \tag{7.10}
\end{equation*}
$$

which belongs to the equations governing the paradoxial universe of Flamarion ${ }^{27}$ : entropy would always decrease! This remark seems to imply that it is only retarded actions which lead to the increase of entropy. Unfortunately, the situation is by no means so simple. Indeed, the irreversibility of our kinetic equation could perfectly well be a result of our approximations as is the case in Newtonian physics. (For instance, Boltzmann's equation is derived through approximations and assumptions which do introduce irreversibility.) However, we believe (but are as yet unable to prove) that the complete hierarchy at order one in $\tau_{0}$ is irreversible as a result of retarded interactions. Let us specify this point more precisely. In a preceding paper, ${ }^{2}$ we find a kinetic equation for the noninteracting particle embedded in an external electromagnetic force field $F^{\mu \nu}$. It was shown that this equation was reversible [i.e., $S(\Sigma)=$ const, $\forall \Sigma$ ]. However, if we examine more closely the proof of this statement, ${ }^{2}$ we can see that it rests on the assumption that the external field $F^{\mu \nu}$ was a free field $\left[\partial_{\mu} F^{\mu v}\left(x_{\rho}\right)=0\right]$. When this hypothesis is relaxed, we again have an irreversible equation. From these remarks we can draw two conclusions: (a) The use of retarded actions does not necessarily imply irreversibility. ${ }^{2,28}$ (b) Irreversibility seems to come from interactions, no matter whether they are symmetrical or not, ${ }^{29}$ and the irreversible emission of radiation.

[^107]Finally, it seems to us that Ritz's views could be restated in the following form which is considerably weaker. ${ }^{30}$

Conjecture: The irreversible emission of radiation joined to interactions lead to $H$ theorems for all "reasonable" kinetic equations (i.e., lead to a weak irreversibility ${ }^{31}$ ).
Of course, this "weak" irreversibility has nothing to do with the usual irreversibility occurring through coarse graining, for instance.

## 8. HYDRODYNAMICAL EQUATIONS

In order to get the various hydrodynamical equations governing a plasma obeying the modified Vlasov equation (4.3), it is sufficient to derive the various possible (first) moment equations. However, if we want to have a deeper insight of their physical meaning, we have to discuss several notions such as local averages etc.

## A. Local Averages-Physical Quantities

When dealing with hydrodynamics we are mainly concerned with $x_{v}$ dependent quantities which are local averages. ${ }^{1}$ Given a physical quantity $A: \because\left(x_{v}, u_{v}\right)$, we first define the "current of quantity $A: \because\left(x_{v}, u_{v}\right)$ " as being

$$
\begin{equation*}
J^{\mu}\left(\{A \cdots:\}, x_{v}\right)=\int d_{4} u A \cdots\left(x_{v}, u_{v}\right) u^{\mu} \mathcal{N}\left(x_{v}, u_{v}\right), \tag{8.1}
\end{equation*}
$$

so that the total average of $A: \because\left(x_{v}, u_{v}\right)$ is

$$
\begin{equation*}
\langle A \cdots\rangle_{\Sigma}=\int_{\Sigma} d \Sigma_{\mu} J^{\mu}\left(\{A \cdots\}, x_{v}\right), \tag{8.2}
\end{equation*}
$$

this total average not depending on $\Sigma$ only when the following integrability condition is fulfilled:

$$
\begin{equation*}
\partial_{\mu} J^{\mu}\left(\{A \because:\}, x_{v}\right)=0 . \tag{8.3}
\end{equation*}
$$

Let us now define local averages. To this end we need a conditional distribution function ( $x_{v}$ given). Unfortunately, such a conditional distribution function is in general not unique. Indeed, given a field of timelike four-vectors $\alpha^{\mu}\left(x_{v}\right)$ (with $\alpha^{\mu} \cdot \alpha_{\mu}=1$ ), all the possible conditional distribution functions are

$$
\begin{equation*}
\mathcal{N}\left(x_{v},\left\{\alpha^{\mu}\right\} \mid u_{v}\right)=\frac{\mathcal{N}\left(x_{v}, u_{v}\right) u^{\mu} \alpha_{\mu}\left(x_{v}\right)}{J^{\mu}\left(x_{v}\right) \cdot \alpha_{\mu}\left(x_{v}\right)} . \tag{8.4}
\end{equation*}
$$

The quantity $J^{\mu} \cdot \alpha_{\mu}$ represents the density of particles at point $x_{v}$ in a local frame of reference whose time axis is parallel to $\alpha_{\mu}$.

[^108]One easily verifies that

$$
\begin{equation*}
\int d_{4} u \mathcal{N}\left(x_{v},\left\{\alpha^{\mu}\right\} \mid u_{v}\right)=1 \tag{8.5}
\end{equation*}
$$

as expected. As a consequence, the local averages of a physical quantity $A \therefore \because\left(x_{v}, u_{v}\right)$ will be defined as

$$
\begin{align*}
\tilde{A^{\cdots}} \cdots\left(\left\{\alpha^{\mu}\right\}\right) & =\int d_{4} u \mathcal{N}\left(x_{v},\left\{\alpha^{\mu}\right\} \mid u_{v}\right) A \cdots\left(x_{v}, u_{v}\right)  \tag{8.6}\\
& =\frac{J^{\mu}\left(\{A \cdots\}, x_{v}\right) \alpha_{\mu}\left(x_{v}\right)}{J^{\mu}\left(x_{v}\right) \alpha_{\mu}\left(x_{v}\right)} \tag{8.7}
\end{align*}
$$

[where $J^{\mu}$ designates the usual four-current

$$
\begin{equation*}
\left.J^{\mu}\left(x_{v}\right) \equiv J^{\mu}\left(\{I\}, x_{v}\right)\right] \tag{8.8}
\end{equation*}
$$

In some important cases we know only one vector field $\alpha^{\mu}\left(x_{v}\right)$ so that the above local averages are uniquely defined. For instance, this is the case of a fluid at local equilibrium whose distribution function depends on only one vector field [e.g., from the JüttnerSynge distribution we can get only one vector field, say $\left.\bar{u}^{\mu}\left(x_{v}\right)\right]$. However, in the general case, we can construct an infinity of vector fields by contracting the infinite number of moments together. This feature of relativistic local averages is closely related to the absence of a unique notion of simultaneity.

The main physical quantities $A: \cdots$ are: (a) the mass $m$ (or the electric charge, etc.), (b) the momentumenergy $m u^{\mu}$, and (c) the entropy, which has already been considered in Sec. 7. To these quantities we may add $m u^{\mu} u^{\nu}$, which is related to the heat flux (when existing) within the gas.

The currents of these quantities are the usual current, the momentum-energy tensor,

$$
\begin{equation*}
T^{\mu v}\left(x_{\rho}\right)=\int d_{4} u m u^{\mu} u^{v} \mathcal{N}\left(x_{\rho}, u_{\rho}\right) \tag{8.9}
\end{equation*}
$$

and the entropy four-current already considered.

## B. Thermodynamical Quantities

Once the transformation law of entropy is fixed (information theory imposes that it is a scalar), the transformation law of all other thermodynamical quantities is completely determined when the one of temperature is given. However, the relativistic notion of temperature is far from being devoid of ambiguity. For instance, if temperature is defined through the Lagrange multipliers of energy-momentum (when looking for the equilibrium distribution function), then it should behave like $\left(T^{-1}\right)^{\mu}$. On the other hand, temperature may also be defined as the local average of the kinetic energy of the fluid at point $x_{v}$. In such a case it should behave like $(T)^{\mu}$. Of course, these two definitions mutually agree in the nonrelativistic case. Unfortunately, they are nearly completely disconnected
in the relativistic framework (even in the case of the relativistic perfect gas). Furthermore, the relativistic notion of kinetic momentum energy itself is not unique! Indeed, kinetic momentum energy may be defined only with respect to a given vector field,

$$
\begin{equation*}
K^{\mu}=m\left(u^{\mu}-\alpha^{\mu}\left(x_{v}\right)\right) \tag{8.10}
\end{equation*}
$$

so that the "current of kinetic momentum-energy" is

$$
\begin{align*}
J^{\mu}\left(\left\{K^{\mu}\right\}, x_{v}\right) & =m \int d_{4} u \mathcal{N}\left(x_{\rho}, u_{\rho}\right) u^{\mu}\left[u^{u}-\alpha^{\nu}\left(x_{v}\right)\right]  \tag{8.11}\\
& =T^{\mu v}\left(x_{\rho}\right)-m J^{\mu}\left(x_{\rho}\right) \alpha^{\nu}\left(x_{\rho}\right) \tag{8.12}
\end{align*}
$$

Besides the arbitrariness in the choice of the vector field $\alpha^{\mu}\left(x_{\rho}\right)$, there exists an ambiguity in the mass term to be subtracted (either the rest mass or the rest mass plus the contribution of internal energy per particle).

In conclusion, we suggest adopting the idea of the existence of several notions of temperatures, the one defined through the Jüttner-Synge distribution function being referred to as the equilibrium temperature, another one defined as the local average of momentum-energy ${ }^{32}$ :

$$
\begin{equation*}
3 k T^{\mu}\left(x_{\rho}\right)=\frac{T^{\mu v}\left(x_{\rho}\right) \alpha_{v}\left(x_{\rho}\right)}{J^{\mu}\left(x_{\rho}\right) \alpha_{\mu}\left(x_{\rho}\right)} \tag{8.13}
\end{equation*}
$$

and referred to as the kinetic temperature. The choice of $\alpha^{\mu}=J^{\mu}$ seems to be appropriate, although for instance we could readily choose $\alpha^{\mu}$ to be the timelike eigenvector of $T^{\mu v}$.

In the case of the perfect gas ${ }^{18,25}$ we find

$$
3 k T^{\mu}=\left\{m \frac{K_{1}(m \xi)}{K_{2}(m \xi)}+\frac{3}{\xi}\right\} \bar{u}^{\mu}
$$

from which we obtain

$$
T_{K}=T_{E}+\frac{m}{k} \frac{K_{1}\left(m / k T_{E}\right)}{K_{2}\left(m / k T_{E}\right)}
$$

where $T_{E}$ and $T_{K}$ are the equilibrium and the kinetic temperatures, respectively. Obviously, their nonequality reflects the equivalence of mass and energy. Indeed, at the nonrelativistic approximation, we have $T_{E}=T_{K}$ up to an irrelevant mass term $\sim m c^{2}$.

We shall return to these questions in another paper.

## C. Local Equilibrium

Let us now return to our problem and examine whether or not a plasma obeying the kinetic equation (4.3) may be in a state of local equilibrium, i.e., whether or not its distribution function could be the Jüttner-Synge distribution (4.4) with $\xi^{\mu}$ and $n_{0}$ now depending on $x_{v}$ (although in a sufficiently "smooth"

[^109]way). To this end, we introduce Eq. (4.4) into Eq. (4.3) (with $\xi^{\mu}$ and $n_{0}$ depending on $x_{v}$ ) and we find
\[

$$
\begin{align*}
& u^{\mu}\left\{\partial_{\mu} A+e F_{\mu \nu} \xi^{\nu} A+\frac{\tau_{0} e}{m} A \partial^{\nu} F_{v \mu}\right\}-u^{\mu} u^{\lambda} \\
& \times\left\{m \partial_{\mu} \xi_{\lambda} \cdot A+\tau_{0} e A \xi^{\nu} \partial_{\mu} F_{v \lambda}\right\}=0 \tag{8.14}
\end{align*}
$$
\]

where we have set

$$
\begin{equation*}
A \equiv \frac{n_{0}\left(x_{v}\right) m \xi\left(x_{v}\right)}{4 \pi K_{2}\left[m \xi\left(x_{v}\right)\right]} \tag{8.15}
\end{equation*}
$$

Equation (14) should be valid for any $u^{\mu}$, so that it yields the following conditions:

$$
\begin{gather*}
\partial_{\mu} A+\left(e F_{\mu \nu} \xi^{\nu}+\frac{\tau_{0} e^{2}}{m} n_{0}\left(x_{v}\right) \xi_{\mu} \xi^{-1}\right) A=0  \tag{8.16}\\
m \partial_{\mu} \xi_{\lambda}+\tau_{0} e \partial_{\mu} F_{v \lambda} \cdot \xi^{\lambda}=0 \tag{8.17}
\end{gather*}
$$

[to obtain Eq. (8.16) we used Maxwell's equations]. Equations (8.16) and (8.17) represent twenty equations for only five unknowns. Therefore, it is not certain that they have solutions. However, these equations seem to be compatible. In what follows we assume that they have either solutions or "quasisolutions" [i.e., solutions up to terms in $O\left(\tau_{0}^{2}\right)$ or $O\left(e^{4}\right)$, etc.].

## D. Moment Equations

1. Let us first integrate Eq. (4.3) over four-velocity space. We immediately get the continuity equation

$$
\begin{equation*}
\partial_{\mu} J^{\mu}\left(x_{\rho}\right)=0 \tag{8.18}
\end{equation*}
$$

where we have assumed a sufficiently rapidly decreasing behavior of $\mathcal{N}\left(x_{\rho}, u_{\rho}\right)$ at infinity in fourvelocity space. This assumption will be made in what follows.
2. In order to get the equations satisfied by the second-order moments, we multiply Eq. (4.3) by $m u^{\lambda}$ and integrate over four-velocity space. We obtain

$$
\begin{align*}
& \partial_{\mu} T^{\mu \lambda}-e F^{\lambda \mu} J_{\mu}=\tau_{0} e g_{\mu}^{\lambda} \\
& \quad \times\left\{\int d_{4} u \cdot \Delta^{\mu v}\left(u_{\rho}\right) u^{\rho} u^{\alpha} \mathcal{N}\left(x_{\rho}, u_{\rho}\right)\right\} \partial_{\rho} F_{v \alpha}  \tag{8.19}\\
& \text { or }
\end{align*}
$$

$$
\begin{equation*}
\partial_{\mu} T^{\mu \lambda}-e F^{\lambda \mu} J_{\mu}=\frac{\tau_{0} e}{m} T^{\rho \alpha} \partial_{\rho} F_{\alpha}^{\lambda} \tag{8.20}
\end{equation*}
$$

This last equation expresses the conservation of momentum and energy. The first term on the left-hand side of Eq. (8.20) refers to the particles momentum energy, while the second term refers to the momentum energy of the electromagnetic field of the plasma. The right-hand side of Eq. (8.20) represents the contribution to momentum energy balance due to the radiation emission. When the plasma is homogenous, the electromagnetic field is constant and hence this term vanishes as expected. The radiation effects are of order $\sim \tau_{0} e^{2}$ (or $e^{4}$ ) since $F^{\mu v}$ is of order $e$. Equation
(8.20) could also be put in the following form:

$$
\begin{align*}
& \partial_{\mu}\left\{T_{\text {particles }}^{\mu \nu}+T_{\mathrm{e} . \mathrm{m} . \text { field }}^{\mu \nu}\right. \\
&  \tag{8.21}\\
& \left.\quad+T_{\text {radiation field }}^{\mu \nu}\right\}=0
\end{align*}
$$

3. The equations verified by the third-order moments are obtained by multiplying Eq. (4.3) by $m u^{\lambda} u$ ? and integrating over four-velocity space, we obtain

$$
\begin{align*}
& \partial_{\mu} Q^{\mu \lambda \gamma}-e\left\{F^{\lambda \nu} T_{v}^{\gamma}+F^{\gamma \nu} T_{v}^{\lambda}\right\} \\
&=\frac{\tau_{0} e}{m}\left\{g^{\lambda \nu} Q^{\gamma \rho \alpha}+g^{\gamma \nu} Q^{\lambda \rho \alpha}\right\} \partial_{\rho} F_{v \alpha} \tag{8.22}
\end{align*}
$$

The tensor $Q^{\mu \lambda \gamma}$ is sometimes referred to as the "heat flux tensor." ${ }^{25}$ The right-hand side of Eq. (8.22) is, once again, the contribution of radiation emission and vanishes when the system is homogeneous.
4. More general moment equations than Eqs. (8.18), (8.20), and (8.22) may be easily obtained. However, for practical purposes such as the erection of a relativistic magnetohydrodynamics, they are sufficient. Of course, we have to add the specific forms of the tensors $J^{\mu}, T^{\mu \nu}, Q^{\mu \lambda \gamma}$, and possibly an equation of state or the knowledge of the conductivity tensor, etc. Furthermore, $F^{\mu \nu}$ and $J^{\mu}$ are connected through Maxwell's equations. Note also the following relations:

$$
\begin{gather*}
T_{\mu}^{\mu}\left(x_{\rho}\right)=m \int d_{4} u \cdot \mathcal{N}\left(x_{\rho}, u_{\rho}\right)  \tag{8.23}\\
Q_{\mu}^{\lambda \mu}\left(x_{\rho}\right)=m J^{\lambda}\left(x_{\rho}\right) \tag{8.24}
\end{gather*}
$$

## E. Hydrodynamics of a Small Disturbance

Linearizing Eq. (4.3) (around an equilibrium solution), we get Eq. (4.8). This equation immediately yields the linearized hydrodynamical equations

$$
\begin{equation*}
\partial_{\mu} T_{(1)}^{\mu v}-e F_{(1)}^{\mu v} J_{\mu(0)}=\frac{\tau_{0} e}{m} T_{(0)}^{\rho a} \partial_{\rho} F_{\alpha(1)}^{v} \tag{8.25}
\end{equation*}
$$

and

$$
\begin{align*}
& \partial_{\mu} Q_{(1)}^{\mu \lambda \gamma}-e\left\{F_{(1)}^{\lambda \nu} T_{v(0)}^{\gamma}+F_{(1)}^{\gamma \nu} T_{v(0)}^{\lambda}\right\} \\
&=\frac{\tau_{0} e}{m}\left\{g^{\lambda \nu} Q_{(0)}^{\gamma \rho \alpha}+g^{\gamma \nu} Q_{(0)}^{\lambda \rho \alpha}\right\} \partial_{\rho} F_{v \alpha(1)} \tag{8.26}
\end{align*}
$$

which could just as well have been derived from Eqs. (8.20) and (8.22). In Eqs. (8.25) and (8.26), indices (0) or (1) denote the zeroth- or first-order terms, respectively.
The tensors $T_{(0)}^{\mu \nu}$ and $Q_{(0)}^{\mu \nu \gamma}$ are given by ${ }^{18.25}$

$$
\begin{align*}
T_{(0)}^{\mu \nu} & =m \frac{K_{3}(m \xi)}{K_{2}(m \xi)} n_{0} \bar{u}^{\mu} \bar{u}^{\nu}-\frac{n_{0}}{\xi} g^{\mu v}  \tag{8.27}\\
Q_{(0)}^{\mu \nu \lambda} & =-\frac{\partial}{\partial \xi_{\lambda}} T_{(0)}^{\mu \nu}\left\{\frac{4 \pi K_{2}(m \xi)}{m \xi}\right\} . \tag{8.28}
\end{align*}
$$

## F. Calculation of $T_{(1)}^{\lambda \gamma}$

We start with Eq. (4.8) which we rewrite in the form

$$
\begin{align*}
& u^{\mu} \partial_{\mu} \mathcal{N}_{(1)}+\frac{e}{m} F_{(1)}^{\mu \nu} u_{v} \frac{\partial}{\partial u_{\mu}} \mathcal{N}_{(0)}=-\frac{\tau_{0} e}{m} \cdot \frac{\partial}{\partial u^{\mu}} \\
& \times\left\{\Delta^{\mu v}\left(u_{\rho}\right) u^{\rho} u^{\alpha} \mathcal{N}_{(0)}\right\} \partial_{\rho} F_{v \alpha(1)} \tag{8.29}
\end{align*}
$$

Furthermore, we provisionally assume that $\mathcal{N}_{(0)}$ is a local equilibrium distribution function. Now taking the Fourier transform of this last equation, we get $\hat{\mathcal{N}}_{(1)}\left(k_{\rho}, u_{\rho}\right)=\frac{1}{i k^{\mu} u_{\mu}}\left\{-\frac{e}{m} \hat{F}_{(1)}^{\mu \nu}\left(k_{\rho}\right) u_{v} \frac{\partial}{\partial u^{\mu}} \hat{\mathcal{N}}_{(0)}\left(k_{\rho}, u_{\rho}\right)\right.$

$$
-\frac{\tau_{0} e}{m} \frac{\partial}{\partial u^{\mu}}\left[\Delta^{\mu v}\left(u_{\rho}\right) u^{\rho} u^{\alpha} \hat{\mathcal{N}}_{(0)}\left(k_{\rho}, u_{\rho}\right)\right]
$$

$$
\begin{equation*}
\left.*\left[i k_{\rho} \hat{F}_{v \alpha(1)}\left(k_{\rho}\right)\right]\right\} \tag{8.30}
\end{equation*}
$$

where the convolution $*$ concerns the $k_{\alpha}$ variables. Multiplying Eq. (8.30) by $m u^{\lambda} u^{\nu}$, we get, after on integration over four velocities,

$$
\begin{align*}
& \hat{T}_{(1)}^{\gamma \lambda}=\frac{1}{i} \int d_{4} k^{\prime}\left\{-e \hat{F}_{(1)}^{\mu \nu}\left(k_{\rho}-k_{\rho}^{\prime}\right)\right. \\
& \quad \cdot \int d_{4} u \frac{u_{v} u^{\lambda} u^{\nu}}{k^{\mu} u_{\mu}} \frac{\partial}{\partial u^{\mu}} \hat{\mathcal{N}}_{(0)}\left(k_{\rho}^{\prime}, u_{\rho}\right) \\
& \quad-\frac{\tau_{0} e}{i} \int d_{4} k^{\prime}\left\{\left(k_{\rho}-k_{\rho}^{\prime}\right) \hat{F}_{v \alpha(1)}\left(k_{\rho}-k_{\rho}^{\prime}\right)\right. \\
& \quad \cdot \int d_{4} u \cdot \frac{u^{\lambda} u^{\nu}}{k^{\mu} u_{\mu}} \frac{\partial}{\partial u^{\mu}}\left[\Delta^{\mu \nu}\left(u_{\rho}\right) u^{\rho} u^{\alpha} \hat{\mathcal{N}}_{(0)}\left(k_{\rho}, u_{\rho}\right)\right] \tag{8.31}
\end{align*}
$$

Equation (8.31) allows us to obtain $T_{(1)}^{\lambda \gamma}$ in terms of an integral expression involving $F_{(1)}^{\mu \nu}$ and terms which may be calculated at least in principle. Equation (8.31) may be simplified further when dealing with the problem of a small disturbance occurring in a uniform and homogeneous plasma. In such a case, Eq. (8.31) becomes

$$
\begin{align*}
i \hat{T}_{(1)}^{\lambda \gamma}\left(k_{\rho}\right)=+ & \tau_{0} e k_{\rho} \hat{F}_{v \alpha(1)}\left(k_{\rho}\right) \int d_{4} u \frac{u^{\lambda} u^{\gamma}}{k^{\mu} u_{\mu}} \frac{\partial}{\partial u^{\mu}} \\
& \times\left[\Delta^{\mu v}\left(u_{\rho}\right) u^{\rho} u^{\alpha} \mathcal{N}_{\mathrm{eq}}\left(u_{\rho}\right)\right]-e F_{(1)}^{\mu \nu}\left(k_{\rho}\right) \int d_{4} u \\
& \times \frac{u_{v} u^{\lambda} u^{\gamma}}{k^{\mu} u_{\mu}} \frac{\partial}{\partial u^{\mu}} \mathcal{N}_{\mathrm{eq}}\left(u_{\rho}\right) . \tag{8.32}
\end{align*}
$$

Equation (8.32) may be rewritten as

$$
\begin{align*}
& \hat{T}_{(1)}^{\gamma \lambda}\left(k_{\rho}\right) \\
&= \frac{e}{i} \hat{F}_{(1)}^{v \mu}\left(k_{\rho}\right) \int d_{4} u \mathcal{N}_{\mathrm{eq}}\left(u_{\rho}\right) u_{v} \\
& \times\left[\frac{g_{\mu}^{\lambda} u^{\gamma}+g_{\mu}^{\gamma} u^{\lambda}}{k^{\alpha} u_{\alpha}}-\frac{k_{\mu} u^{\gamma} u^{\lambda}}{\left(k^{\alpha} u_{\alpha}\right)^{2}}\right]+\tau_{0} e k_{\rho} \hat{F}_{v \alpha(1)}\left(k_{\rho}\right) \\
& \times \int d_{4} u \mathcal{N}_{\mathrm{eq}}\left(u_{\rho}\right) u^{\rho} u^{\alpha}\left[\frac{g^{\lambda v} u^{\gamma}+g^{\gamma v} u^{\lambda}}{k^{\alpha} u_{\alpha}}-\frac{k^{\nu} u^{\lambda} u^{\gamma}}{\left(k^{\alpha} u_{\alpha}\right)^{2}}\right] \tag{8.33}
\end{align*}
$$

Using the integrals defined in Sec. 5, this last equation
reads ( $K$ is defined in the Appendix):

$$
\begin{align*}
& \hat{T}_{(1)}^{\gamma \lambda}\left(k_{\rho}\right)=\frac{e}{i} n_{0} \hat{F}_{(1)}^{\mu \nu}\left(k_{\rho}\right)\left\{-I_{v}^{\gamma} g_{\mu}^{\lambda}-I_{v}^{\lambda} g_{\mu}^{\gamma}+k_{\mu} \frac{\partial}{\partial k v} J^{\gamma \lambda}\right\} \\
& \quad+\tau_{0} e \hat{F}_{v a(1)}\left(k_{\rho}\right)\left\{g^{\lambda \nu} T_{(0)}^{\alpha \gamma}+g^{\gamma \nu} T_{(0)}^{\alpha \lambda}-\frac{\partial\left[K^{-1} n_{0} I^{\nu \lambda}\right]}{\partial\left(m \xi_{\alpha}\right)}\right\} . \tag{8.34}
\end{align*}
$$

The hydronamical equations (8.25) now read

$$
\begin{equation*}
k_{\lambda} \hat{T}_{(1)}^{\gamma \lambda}-e^{2} n_{0} \xi^{-1} F_{(1)}^{\gamma \lambda} \xi_{\lambda}=\frac{i \tau_{0} e}{m} T_{(0)}^{\rho \alpha} k_{\rho} \hat{F}^{\gamma} \alpha_{(1)} \tag{8.35}
\end{equation*}
$$

and more explicit expressions may be obtained by using Eqs. (34) and (35). Of course, more complicated equations are obtained for $Q_{(1)}^{\lambda \mu \nu}$.

## ACKNOWLEDGMENT

One of the authors (R. H.) is indebted to Professor Peter Havas for his kind hospitality at Temple University and for interesting comments and discussions.

## APPENDIX: CALCULATION OF SOME INTEGRALS

In the derivation of the dispersion relations and also in the expression of the conductivity tensor, the following integrals occur:

$$
\begin{align*}
I_{\mu} & =K \int \frac{d_{3} u}{u^{0}} \cdot \frac{u_{\mu}}{k^{\lambda} u_{\lambda}} \exp \left\{-m \xi^{\alpha} u_{\alpha}\right\}  \tag{A1}\\
I_{\mu \nu} & =-K \int \frac{d_{3} u}{u^{0}} \cdot \frac{u_{\mu} u_{v}}{\left(k^{\lambda} u_{\lambda}\right)^{2}} \exp \left\{-m \xi^{\alpha} u_{\alpha}\right\}  \tag{A2}\\
J_{\mu \nu} & =K \int \frac{d_{3} u}{u^{0}} \cdot \frac{u_{\mu} u_{v}}{k^{\lambda} u_{\lambda}} \exp \left\{-m \xi^{\alpha} u_{\alpha}\right\} \tag{A3}
\end{align*}
$$

where $K$ is given by

$$
\begin{equation*}
K=\frac{m \xi}{4 \pi K_{2}(m \xi)} \tag{A4}
\end{equation*}
$$

In all what follows, we set

$$
\begin{equation*}
m \xi=\alpha \tag{A5}
\end{equation*}
$$

The preceding integrals (A1), (A2), (A3) are interrelated in the following way ${ }^{33}$ :

$$
\begin{gather*}
I_{\mu \nu}=\frac{\partial}{\partial k^{\nu}} I_{\mu}=\frac{\partial}{\partial k^{\mu}} I_{v}  \tag{A6}\\
J_{\mu \nu}=-\frac{\partial}{\partial\left(m \xi^{v}\right)} I_{\mu}=-\frac{\partial}{\partial\left(m \xi^{\mu}\right)} I_{v} \tag{A7}
\end{gather*}
$$

so that these integrals may be (at least in principle) obtained from the knowledge of $I_{\mu}$ only. Note also the useful relations,

$$
\begin{align*}
I_{\mu \nu} k^{v} & =-I_{\mu}  \tag{A8}\\
J_{\mu \nu} k^{v} & =\int \frac{d_{3} u}{u^{0}} u_{\mu} K \exp \left\{-\alpha \bar{u}^{\lambda} u_{\lambda}\right\} \\
& =\bar{u}_{\mu} \equiv \xi_{\mu} \xi^{-1} \tag{A9}
\end{align*}
$$

we first calculate $I_{\mu}$.

[^110]
## A. Calculation of $I_{\mu}$ (Generalities)

Since $I_{\mu}$ is a four-vector, it can be expressed as a linear combination of the only four-vectors which are at our disposal, i.e., $\xi_{\mu}$ and $k_{\mu}$. Therefore, we can set

$$
\begin{equation*}
I_{\mu}=c_{1} \xi_{\mu}+c_{2} k_{\mu} \tag{A10}
\end{equation*}
$$

where $c_{1}$ and $c_{2}$ are scalar functions of the following invariants:

$$
\begin{equation*}
\xi^{\mu} \xi_{\mu}, \quad \xi^{\mu} k_{\mu}, \quad k^{\mu} k_{\mu} \tag{A11}
\end{equation*}
$$

Multiplying Eq. (A10) successively by $k_{\mu}$ and $\xi_{\mu}$, we get the following linear system for $c_{1}$ and $c_{2}$ :

$$
\begin{align*}
& k^{\mu} I_{\mu}=c_{1} k^{\mu} \xi_{\mu}+c_{2} k^{\mu} k_{\mu},  \tag{A12}\\
& \xi^{\mu} I_{\mu \mu}=c_{1} \xi^{\mu} \xi_{\mu}+c_{2} \xi^{\mu} k_{\mu},
\end{align*}
$$

from which we at once obtain

$$
\begin{align*}
& c_{1}=-\frac{k^{\mu} \xi_{\mu} \varphi-k^{\mu} k_{\mu} \psi}{\left(k^{\mu} k_{\mu}\right)\left(\xi^{\mu} \xi_{\mu}\right)-\left(k^{\mu} \xi_{\mu}\right)^{2}},  \tag{A13}\\
& c_{2}=\frac{\xi^{\mu} \xi_{\mu} \varphi-k^{\mu} \xi_{\mu} \psi}{\left(k^{\mu} k_{\mu}\right)\left(\xi^{\mu} \xi_{\mu}\right)-\left(k^{\mu} \xi_{\mu}\right)^{2}}, \tag{A14}
\end{align*}
$$

where we have set

$$
\begin{align*}
& \varphi \equiv k^{\mu} I_{\mu}=\int \frac{d_{3} u}{u^{0}} K \exp \left\{-\alpha \bar{u}^{\mu} \cdot u_{\mu}\right\}  \tag{A15}\\
&=K_{1}(\alpha) / K_{2}(\alpha),  \tag{A16}\\
& \psi \equiv \xi^{\mu} I_{\mu}=K \int \frac{d_{3} u}{u^{0}} \cdot \frac{\xi^{\mu} u_{\mu}}{k^{\mu} u_{\mu}} \exp \left\{-\alpha \bar{u}^{\mu} \cdot u_{\mu}\right\} \tag{A17}
\end{align*}
$$

We first rewrite $\psi$ in a Lorentz frame where $\xi^{\mu}$ reduces to $(\xi, 0)$ and studying propagation along the third axis,

$$
k^{\mu}=\left(k^{0}, 0,0, k^{3}\right) \underset{\text { def }}{\equiv}(\omega, 0,0, k)
$$

Note that in this Lorentz frame, one has

$$
\begin{equation*}
\psi=\xi^{0} I_{0}=\xi I_{0} \tag{A18}
\end{equation*}
$$

Now using relativistic polar coordinates,

$$
\begin{align*}
& u^{0}=\cosh \chi \\
& u^{1}=\sinh \chi \sin \theta \cos \phi \\
& u^{2}=\sinh \chi \sin \theta \sin \phi  \tag{A19}\\
& u^{3}=\sinh \chi \cos \theta
\end{align*}
$$

Eq. (A17) may be written as

$$
\begin{align*}
\psi= & K \xi \int_{0}^{\infty} \int_{-\pi / 2}^{+\pi / 2} \int_{0}^{2 \pi} d \chi d \theta d \phi \\
& \times \frac{\sinh ^{2} \chi \cdot \cosh \chi \cdot \sin \theta \exp [-\alpha \cosh \chi]}{\omega \cosh \chi-k \sinh \chi \cdot \cos \theta}  \tag{A20}\\
= & \frac{2 \pi K \xi}{k} \int_{0}^{\infty} \int_{-\pi / 2}^{+\pi / 2} d \chi d(\cos \theta) \\
& \times \frac{\sinh ^{2} \chi \cosh \chi}{\mu \cosh \chi-\sinh \chi \cos \theta} \exp [-\alpha \cosh \chi], \tag{A21}
\end{align*}
$$

where we have set

$$
\begin{equation*}
\mu=\frac{\omega}{k}=\text { phase velocity; } \alpha=m \xi \tag{A22}
\end{equation*}
$$

It is important to bear in mind that the expression

$$
\begin{equation*}
(\mu \cosh \chi-\sinh \chi \cos \theta)^{-1} \tag{A23}
\end{equation*}
$$

appearing in the integral (A21) has the following significance:
$\{\mu \cosh \chi-\sinh \chi \cos \theta\}^{-1} \equiv i \pi \delta^{-}\{\mu \cosh \chi$
$-\sinh \chi \cos \theta\}=i \pi \delta\{\mu \cosh \chi-\sinh \chi \cos \theta\}$

$$
\begin{equation*}
+P\{\mu \cosh \chi-\sinh \chi \cos \theta\}^{-1} \tag{A.24}
\end{equation*}
$$

so that the calculation of $\psi$ actually reduces to the calculation of the two integrals

$$
\begin{align*}
& \operatorname{Im} \psi=\frac{2 \pi^{2} K \xi}{k} \iint d \chi d(\cos \theta) \\
& \times \delta\{\mu \cosh \chi-\sinh \chi \cos \theta\} \sinh ^{2} \chi \cosh \chi \\
& \quad \times \exp [-\alpha \cosh \chi], \tag{A25}
\end{align*}
$$

$$
\begin{align*}
\operatorname{Re} \psi= & \frac{2 \pi K \xi}{k} \iint d \chi d(\cos \theta) \\
& \times \frac{\sinh ^{2} \chi \cosh \chi}{\mu \cosh \chi-\sinh \chi \cos \theta} \\
& \times \exp [-\alpha \cosh \chi] \tag{A26}
\end{align*}
$$

## B. Calculation of $\operatorname{Im} \psi$

The integral over $\theta$ is easily computed and yields
$\operatorname{Im} \psi=\frac{2 \pi^{2} K \xi}{k} \int_{0}^{\infty} d(\cosh \chi) \cdot \cosh \chi \exp [-\alpha \cosh \chi]$
with the condition

$$
\begin{equation*}
\mu \operatorname{coth} \chi \leq 1 \tag{A27}
\end{equation*}
$$

Finally we obtain
$\operatorname{Im} \psi=\frac{\pi}{2 k} \cdot \frac{\xi}{K_{2}(\alpha)} \exp \left\{\frac{-\alpha}{\left(1-\mu^{2}\right)^{\frac{1}{2}}}\right\} \cdot\left[\frac{1}{\alpha}+\frac{1}{\left(1-\mu^{2}\right)^{\frac{1}{2}}}\right]$.
C. Calculation of $\operatorname{Re} \psi$

Performing the $\theta$ integration, Eq. (A26) becomes
$\operatorname{Re} \psi=\frac{2 \pi K \xi}{k} \int_{0}^{\infty} d(\cosh \chi) \cosh \chi \exp [-\alpha \cosh \chi]$

$$
\begin{equation*}
\times \log \left|\frac{1+\mu \operatorname{coth} x}{1-\mu \operatorname{coth} x}\right| \tag{A30}
\end{equation*}
$$

Integrating by part this last expression, we get
$\operatorname{Re} \psi=-\frac{\xi \mu \alpha}{k K_{2}(\alpha)} \cdot \frac{d}{d \alpha}$

$$
\begin{equation*}
\times\left\{\alpha^{-1} \int_{0}^{+\infty} \frac{d x \exp \{-\alpha \cosh \chi\}}{\left(\mu^{2}-1\right) \cosh ^{2} \chi+1}\right\} \tag{A31}
\end{equation*}
$$

Taking into account the fact that

$$
\begin{equation*}
K_{2}(\alpha) \sim \alpha^{-2} \tag{A32}
\end{equation*}
$$

when $\alpha$ tends to zero, a brief inspection of Eq. (A29) and (A31) shows immediately that $\psi$ tends to zero at the extreme relativistic limit $(\alpha=0)$. The integral (A31) may now be evaluated approximately for various physical situations.

## D. Calculation of $I_{3}, I_{0}^{0}, I_{1}^{1}, I_{3}^{3}, I_{3}^{0}$

These integrals are the only nonvanishing ones among the $I_{\mu}^{\nu}, I_{\mu}$.

Starting from Eq. (A16), we get

$$
\begin{align*}
k^{\mu} I_{\mu} & =K_{1}(\alpha) / K_{2}(\alpha), \\
& =\omega I_{0}+k I_{3}, \tag{A33}
\end{align*}
$$

and hence,

$$
\begin{equation*}
I_{3}=\left\{\frac{K_{1}(\alpha)}{K_{2}(\alpha)}-\omega I_{0}\right\} \cdot k^{-1} \tag{A34}
\end{equation*}
$$

Inspection of Eqs. (A21) and (A18) shows immediately that

$$
\begin{equation*}
I_{0}^{0}=\frac{\partial}{\partial \omega} I_{0} . \tag{A35}
\end{equation*}
$$

To calculate $I_{1}^{1}$ it is sufficient to use Eqs. (A6), (A10), and (A17). It turns out that

$$
\begin{equation*}
I_{1}^{1}=c_{2}=\left\{\omega I_{0}-\frac{K_{1}(\alpha)}{K_{2}(\alpha)}\right\} \cdot k^{-2} \tag{A36}
\end{equation*}
$$

To calculate $I_{3}^{3}$ it is sufficient to use relation (A8),

$$
\begin{align*}
I_{\mu}^{v} k^{\mu} & =-I^{v} \\
& =I_{0}^{v} \omega+I_{3}^{v} k \tag{A37}
\end{align*}
$$

or

$$
\begin{equation*}
+I_{3}=-I^{3}=I_{0}^{3} \omega+I_{3}^{3} k, \tag{A38}
\end{equation*}
$$

so that we actually need $I_{0}^{3}$ in order to calculate $I_{3}^{3}$.
We have in a straightforward manner,

$$
\begin{equation*}
I_{3}^{0}=-I_{0}^{3}=\frac{\partial}{\partial \omega} I_{3} \tag{A39}
\end{equation*}
$$

or

$$
\begin{equation*}
I_{3}^{0}=-k^{-1}\left\{\omega \frac{\partial}{\partial \omega} I_{0}+I_{0}\right\} . \tag{A40}
\end{equation*}
$$

Substituting Eq. (A40) into Eq. (A38), we get

$$
\begin{equation*}
I_{3}^{3}=k^{-2}\left\{\frac{K_{1}(\alpha)}{K_{2}(\alpha)}-\frac{\partial}{\partial \omega}\left(\omega^{2} I_{0}\right)\right\} . \tag{A41}
\end{equation*}
$$

E. Calculation of $J_{0}^{\mathbf{0}}, J_{1}^{1}, J_{3}^{\mathbf{3}}, J_{\mathbf{3}}^{\boldsymbol{0}}$

In the same way as above we, have

$$
\begin{gather*}
J_{0}^{0}=-K \frac{\partial}{\partial \alpha}\left(K^{-1} I_{0}\right),  \tag{A42}\\
J_{1}^{1}=-m^{-1} c_{1},
\end{gather*}
$$

and more explicitly,

$$
\begin{equation*}
J_{1}^{1}=m^{-1} k^{-2}\left\{\frac{K_{1}(\alpha)}{K_{2}(\alpha)}-\omega I_{0}\right\} ; \tag{A43}
\end{equation*}
$$

we also have

$$
\begin{align*}
J_{3}^{0} & =-K \frac{\partial}{\partial \alpha}\left(K^{-1} I_{3}\right), \\
& =-K \frac{\partial}{\partial \alpha}\left\{\frac{4 \pi K_{2}(\alpha)}{\alpha k}\left[\frac{K_{1}(\alpha)}{K_{2}(\alpha)}-\omega I_{0}\right]\right\}, \tag{A44}
\end{align*}
$$

and finally, [using Eq. (A9)],

$$
J_{3}^{3}=+\mu J_{3}^{0}
$$

or

$$
\begin{equation*}
J_{3}^{3}=\mu K \frac{\partial}{\partial \alpha}\left\{\frac{4 \pi K_{2}(\alpha)}{\alpha k}\left[\frac{K_{1}(\alpha)}{K_{2}(\alpha)}-\omega I_{0}\right]\right\} . \tag{A45}
\end{equation*}
$$

In Eqs. (A42)-(A45), $K$ is given by Eq. (A4).

## F. Evaluation of Integrals at the Extreme <br> Relativistic Approximation ( $\alpha \sim 0$ )

At the extreme relativistic approximation, most particles have an energy which is much greater than the rest-mass energy. Therefore, at this approximation we have practically massless particles. Hence, instead of integrating the various above integrals on the hyperboloid $u^{\mu} u_{\mu}=1$, we can evaluate them on the null cone $u^{\mu} u_{\mu}=0$ (with $m \xi \sim 0$ ). At this approximation, the normalization factor given in Eq. (A4) becomes ${ }^{18}$

$$
\begin{equation*}
K=\frac{\alpha^{3}}{8 \pi} . \tag{A46}
\end{equation*}
$$

As an example, we now calculate the real part of $I^{0}$. We have
$\operatorname{Re} I^{0}=\frac{\alpha^{3}}{8 \pi} \int R^{2} d R d \theta d \phi \frac{\sin \theta \exp [-\alpha R]}{R \omega-R k \cos 0}$,
and finally

$$
\begin{equation*}
\operatorname{Re} I^{0}=\frac{\alpha}{4 k} \log \left|\frac{1-\mu}{1+\mu}\right|, \tag{A48}
\end{equation*}
$$

which tends to zero with $\alpha$. Using Eq. (A29) and

$$
\begin{equation*}
K_{2}(\alpha) \simeq \frac{2}{\alpha^{2}} \quad(\text { with } \alpha \ll 1) \tag{A49}
\end{equation*}
$$

we find

$$
\begin{equation*}
\operatorname{Im} I^{0}=\frac{\pi}{8 k} \alpha^{2} \ll \operatorname{Re} I^{0} . \tag{A50}
\end{equation*}
$$

The extreme relativistic behavior of the other integrals may be found in the same way. Essentially, the integrals $I^{\mu}$ and $I_{v}^{\mu}$ tends to zero while the integrals $J_{v}^{\mu}$ remain finite except when $\omega=k$, in which case they diverge.
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#### Abstract

Cluster development may furnish a powerful device for the calculation of the expectation values of the observables of a many-fermion system with respect to dynamically correlated state vectors. The generalized normalization integral, a generating function for the required expectation values, is defined, and four of the many possible decompositions of this function into cluster integrals are explored. Two of these decompositions are slight extensions of the conventional ones of Iwamoto and Yamada and Aviles, Hartogh, and Tolhoek. The other two are product decompositions, leading to new "factorcluster" formalisms. A factor-cluster expansion is applied to the evaluation of the $n$-particle spatial distribution function.


## 1. INTRODUCTION

In this paper we explore the formal aspects of cluster expansions as a tool for the systematic evaluation of expectation values of the observables of a system of $N$ identical fermions with respect to dynamically correlated state vectors. The techniques to be developed may be useful in the calculation of properties of the bound states of such finite systems as nuclei and the electronic subsystems of atoms and molecules in the fixed nuclei approximation, and of such infinite systems as quantum fluids (including liquid $\mathrm{He}^{3}$ and nuclear matter) and quantum solids (solid $\mathrm{He}^{3}$ ).

In treating a many-fermion system, one usually starts with some intelligently chosen independentparticle model and then corrects this model for its most disconcerting inadequacies. There will in general be important correlation effects, whose description is by definition outside the scope of the input independent-particle model. We devote the major portion of this introduction to a discussion of how correlation effects may be built into the assumed form for the many-particle wavefunction.

The correlation structure of the exact stationarystate wavefunction has been investigated by many authors. ${ }^{1-11}$ Their discoveries may be conveniently

[^111]reviewed in terms of the highly formal expression
\[

$$
\begin{align*}
& \Psi_{\mathrm{m}}\left(x_{1} \cdots x_{N}\right) \\
& \quad=(N!)^{-\frac{1}{2}}\langle 0| \psi\left(x_{N}\right) \cdots \psi\left(x_{1}\right) \mathcal{F}_{\mathrm{m}} a_{m_{N}}^{\dagger} \cdots a_{m_{1}}^{\dagger}|0\rangle \tag{1}
\end{align*}
$$
\]

for the exact wavefunction. Here $a_{\kappa}^{\dagger}$ and $a_{\kappa}$ are the usual fermion creation and annihilation operators associated with a complete set of single-particle states. The one-particle field operator $\psi\left(x_{i}\right)$ is a linear combination

$$
\begin{equation*}
\psi\left(x_{i}\right)=\sum_{\kappa} \varphi_{\kappa}\left(x_{i}\right) a_{\kappa} \tag{2}
\end{equation*}
$$

of the annihilation operators $a_{\kappa}$, the coefficients $\varphi_{\kappa}\left(x_{i}\right)$ being the configuration-space representatives of the single-particle states $\kappa$. The argument $x_{i}$ stands for all the coordinates-space ( $\mathbf{r}_{i}$ ), spin ( $s_{z_{i}}$ ), and, when appropriate, isospin $\left(t_{z_{i}}\right)$-of the $i$ th particle. $|0\rangle$ is the zero-particle state, the vacuum. The specific ket

$$
\left|\Phi_{\mathrm{m}}\right\rangle=a_{m_{N}}^{\dagger} \cdots a_{m_{1}}^{\dagger}|0\rangle,
$$

a ( $N$-particle) basis ket of the occupation number representation generated by the $a_{\kappa}^{\dagger}$ 's, represents the (input) independent-particle approximation to the exact $N$-fermion state of interest. We use $m$ to denote the collection of labels $m_{1}, m_{2}, \cdots, m_{N}$, and, to be definite, take $m_{1}<m_{2}<\cdots<m_{N}$. The basis $\left\{\left|\varphi_{\kappa}\right\rangle\right\}$ of single-particle kets, or orbitals, may, for example, be chosen according to the Hartree-Fock scheme, the $N \times N$ determinant of a particular set of $N$ such orbitals yielding a "self-consistent solution" to the $N$-body problem. The ket $\left|\Psi_{m}\right\rangle$ corresponding to the

[^112]wavefunction $\Psi_{m}\left(x_{1} \cdots x_{N}\right)$ as given in (1) is supposed to have unit overlap with $\left|\Phi_{\mathrm{m}}\right\rangle . \mathcal{F}_{\mathrm{m}}$, the correlation operator, serves to convert $\left|\Phi_{\mathrm{m}}\right\rangle$ into $\left|\Psi_{\mathrm{m}}\right\rangle$.

The familiar configuration interaction (CI) expansion for the wavefunction arises out of the following expansion for the correlation operator:

$$
\begin{align*}
& \mathcal{F}_{\mathbf{m}}=1+\sum_{i} \gamma_{m_{i}}^{\mathbf{m}}+\sum_{i<j} \gamma_{m_{i} m_{j}}^{\mathbf{m}} \\
&+\sum_{i<j<k} \gamma_{m_{i} m_{j} m_{k}}^{\mathbf{m}}+\cdots+\gamma_{m_{1}}^{\mathbf{m}} \cdots m_{N} \tag{3}
\end{align*}
$$

in which the $n$-body excitation operator $\gamma_{m_{j(1)}}^{\mathbf{m}} \cdots m_{j(n)}$ is defined by
$\gamma_{m_{j(1)}}^{m} \cdots m_{j(n)}=\sum_{\kappa_{1}<\cdots<\kappa_{n} \neq \mathrm{m}} C_{m_{N}} \cdots \kappa_{n} \cdots \kappa_{1} \cdots m_{1} ; m_{1} \cdots m_{N}$ $\times a_{\kappa_{n}}^{\dagger} \cdots a_{\kappa_{1}}^{\dagger} a_{m_{j(1)}} \cdots a_{m_{j(n)}}$
The CI coefficient
$C_{m_{N}} \cdots m_{j(n)+1} \kappa_{n} m_{j(n)-1} \cdots m_{j(1)+1 \kappa_{1} m_{j(1)-1} \cdots m_{1} ; ~}$
$m_{1} \cdots m_{j(1)} \cdots m_{j(n)} \cdots m_{N}$
is just the amplitude, in the usual CI expansion for the wavefunction, of the independent-particle wavefunction which results when the orbitals $\varphi_{m_{j 1}}, \cdots$, $\varphi_{m_{j\{n)}}$ appearing in

$$
\Phi_{\mathrm{m}}=(N!)^{-\frac{1}{2}}\langle 0| \psi\left(x_{N}\right) \cdots \psi\left(x_{1}\right)\left|\Phi_{\mathrm{m}}\right\rangle
$$

are replaced, respectively, by orbitals $\varphi_{\kappa_{1}}, \cdots, \varphi_{\kappa_{n}}$, $\kappa_{1}<\cdots<\kappa_{n} \notin \mathbf{m}$.

A form equivalent to (1) with (3) inserted has been introduced by Sinanoğlu ${ }^{8}$ :

$$
\begin{align*}
& \Psi_{\mathrm{m}}\left(x_{1} \cdots x_{N}\right) \\
&= \mathcal{A}(N)\left[\prod_{i=1}^{N} \varphi_{m_{i}}\left(x_{i}\right)+\sum_{p} \prod_{i \neq p} \varphi_{m_{i}}\left(x_{i}\right) U_{m_{p}}^{\mathrm{m}}\left(x_{p}\right)\right. \\
&+(2!)^{-\frac{-1}{2}} \sum_{p<q} \prod_{i \neq p, q} \varphi_{m_{i}}\left(x_{i}\right) U_{m_{p} m_{q}}^{\mathrm{m}}\left(x_{p}, x_{q}\right) \\
&+(3!)^{-\frac{2}{2}} \sum_{p<q<r i \neq p, q, r} \prod_{m_{i}}\left(x_{i}\right) U_{m_{p} m_{q} m_{r}}^{\mathrm{m}}\left(x_{p}, x_{q}, x_{r}\right) \\
&\left.+\cdots+(N!)^{-\frac{1}{2}} U_{m_{1}}^{m} \cdots m_{N}\left(x_{1} \cdots x_{N}\right)\right] \tag{5}
\end{align*}
$$

Here $\mathcal{A}(N)$ is the $N$-particle antisymmetrizer

$$
\begin{equation*}
\mathcal{A}(N)=(N!)^{-\frac{1}{2}} \sum_{v}(-1)^{v} P_{v}, \tag{6}
\end{equation*}
$$

the sum containing, with their signatures attached, all permutation operators on the set of $N$ particle labels. Note $\mathcal{A}(N)$ is normalized such that $[\mathcal{H}(N)]^{2}=$ $(N!)^{\frac{1}{t}} \mathcal{A}(N)$. The identification

$$
\begin{align*}
U_{m_{j(1)}}^{\mathrm{m}} \cdots m_{j(n)}\left(x_{j(1)} \cdots x_{j(n)}\right) & \\
=(n!)^{-\frac{1}{2}}\langle 0| \psi\left(x_{j(n)}\right) \cdots & \cdots\left(x_{j(1)}\right) \gamma_{m_{j(1)}}^{\mathrm{m}} \cdots m_{j(n)} \\
& \times a_{m_{j(n)}}^{\dagger} \cdots a_{m_{j(1)}}^{\dagger}|0\rangle \tag{7}
\end{align*}
$$

is to be made. This form is studied in detail in the Appendix.

If we contemplate successive incorporation of onebody, two-body, $\cdots, n$-body, $\cdots$ correlation effects, the form (1) with (3) inserted, or, equivalently, Sinanoğlu's form (5), has the disturbing feature that specific $n$-body correlation effects are present not only in the terms involving $n$-indexed $\gamma \ldots$ 's (or $U \ldots$ 's), but also in all succeeding terms. One says that "unlinked clusters" are present. As $N$ grows very large these expansions for the $N$-body wavefunction cease to have any meaning, since an equivalently large number of terms are required for a description of even two-body correlation effects.

The occurrence of "unlinked clusters" may be traced to the reducibility of the $\gamma$ operators (or the $U$ functions). ${ }^{1}$ Upon asserting a cluster decomposition

$$
\begin{align*}
& \gamma_{m_{j(1)}}^{\mathrm{m}}=\beta_{m_{j(1)}}^{\mathrm{m}} \\
& \gamma_{m_{j(1)} m_{j(1)}}^{\mathrm{m}}=\beta_{m_{j(1)}}^{\mathrm{m}} \beta_{m_{j(2)}}^{\mathrm{m}}+\beta_{m_{j 11} m_{j(2)}}^{\mathrm{m}}, \\
& \text {. } \tag{8}
\end{align*}
$$

of the excitation operators $\gamma$ in terms of the irreducible cluster operators $\beta$, and invoking the (essentially obvious) facts that any two $\beta \ldots$ 's commute and the product of two $\beta \ldots$ 's with overlapping indices is zero, $\mathcal{F}_{\mathrm{m}}$ may readily be cast into the product form

$$
\begin{align*}
\mathcal{F}_{\mathrm{m}}= & \left\{\prod_{i=1}^{N}\left(1+\beta_{m_{i}}^{\mathrm{m}}\right)\right\}\left\{\prod_{i<j}\left(1+\beta_{m_{i} m_{s}}^{\mathrm{m}}\right)\right\} \\
& \times\left\{\prod_{i<j<k}\left(1+\beta_{m_{i} m_{j} m_{k}}^{\mathrm{m}}\right)\right\} \cdots\left\{1+\beta_{m_{1}}^{\mathrm{m}} \cdots m_{N}\right\} \tag{9}
\end{align*}
$$

As opposed to the aforementioned expansions for $\Psi_{m}$, Eq. (1) with (9) inserted displays a very clean separation of one-body, two-body, $\cdots, n$-body, $\cdots$ correlation effects. A single correlation factor operator $1+\beta_{m_{j(1)}}^{\mathrm{m}} \cdots m_{j_{(n)}}$ appears for each of the $N!/$ [ $(N-n)!n!]$ distinct clustering possibilities for particles in $n$ orbitals selected from the set $\varphi_{m_{1}} \cdots \varphi_{m_{N}}$, there being $2^{N}-1$ factors in all. Now, if we want an approximation for $\Psi_{m}$ which includes all correlation effects involving groups of, say, $n$ or less particles, we simply put all $\beta_{m_{l(1)}}^{\mathrm{m}} \ldots m_{l(p)}$ 's with $p>n$ equal to zero.

It is interesting to note that a cluster-decomposition law plays an important role even at this most elemental stage in the development of a many-body theory.

These formal manipulations, however, bring us no closer to a solution of the many-body problem since the $C$ 's, the basic ingredients of the $\gamma$ 's (or $U$ 's) and
therefore the basic ingredients of the $\beta$ 's, still remain to be determined, for example, by a perturbative or variational calculation. Obviously, direct determination of the $\beta$ 's would be highly desirable. ${ }^{2-4}$

Another form of correlated wavefunction that we consider is a generalization of the Jastrow wavefunction ${ }^{12,13}$ :

$$
\begin{align*}
& \tilde{\Psi}_{\mathrm{m}}\left(x_{1} \cdots x_{N}\right) \\
& \quad=\mathcal{A}(N)\left[F_{\mathrm{m}}\left(x_{1} \cdots x_{N}\right) \varphi_{m_{1}}\left(x_{1}\right) \cdots \varphi_{m_{N}}\left(x_{N}\right)\right] \tag{10}
\end{align*}
$$

where

$$
\begin{align*}
& F_{\mathrm{m}}\left(x_{1} \cdots x_{N}\right) \\
& \quad=\prod_{n=1}^{N} \prod_{\langle j(1)} \prod_{j(n) \mid 1} f_{m_{j(1)} \cdots m_{j(n)}}^{\mathrm{m}}\left(x_{j(1)} \cdots x_{j(n)}\right) . \tag{11}
\end{align*}
$$

We adopt here and henceforth the notation

$$
\langle j(1) \cdots j(k) \mid l(1) \cdots l(p)\rangle
$$

$k \leq p$, for a particular combination of $k$ indices, these selected from the set of indices $\{l(1) \cdots l(p)\}$. The special case $\langle j(1) \cdots j(k) \mid 1 \cdots N\rangle$ will be abbreviated to $\langle j(1) \cdots j(k)\rangle$. In Eq. (11) the correlation function $f_{m_{\{(1)}}^{\mathrm{m}} \cdots m_{s_{j(n)}}\left(x_{j(1)} \cdots x_{j(n)}\right)$-which one might hope to determine variationally-describes correlations of $n$ particles which, in the independentparticle approximation, occupy single-particle states $m_{j(1)} \cdots m_{j(n)}$. [Observe that in the primitive function, i.e., the bracketed expression in (10), a 1-1 correspondence exists between the orbital and particle labels; application of the antisymmetrizer eradicates this correspondence and restores the indistinguishability of the particles.] If we choose all $N!/[(N-n)!n!]$ of the $n$-particle correlation functions to be the same symmetric function of their $n$ coordinate arguments, (10) and (11) simplify to

$$
\begin{equation*}
\tilde{\Psi}_{\mathrm{m}}\left(x_{1} \cdots x_{N}\right)=F_{\mathrm{m}} \Phi_{\mathrm{m}}\left(x_{1} \cdots x_{N}\right) \tag{12}
\end{equation*}
$$

where
$\Phi_{\mathrm{m}}\left(x_{1} \cdots x_{N}\right)=(N!)^{-\frac{1}{2}}\left|\begin{array}{ccc}\varphi_{m_{1}}\left(x_{1}\right) & \cdots & \varphi_{m_{N}}\left(x_{1}\right) \\ \cdot & \cdots & \cdot \\ \cdot & \cdots & \cdot \\ \cdot & \cdots & \cdot \\ \varphi_{m_{1}}\left(x_{N}\right) & \cdots & \varphi_{m_{N}}\left(x_{N}\right)\end{array}\right|$,
and

$$
\begin{equation*}
F_{\mathrm{m}}=\prod_{n=1\langle j(1)}^{N} \prod_{j(n)\rangle} f_{n}^{\mathrm{m}}\left(x_{j(1)} \cdots x_{j(n)}\right) . \tag{13}
\end{equation*}
$$

Upon setting $f_{n}^{m}=1, n \neq 2$, Eqs. (12)-(14) collapse to the definition of the well-known Jastrow wavefunction.

The product form (10) bears a superficial resem-

[^113]blance to the exact stationary-state wavefunction written in terms of the product form for $\mathcal{F}_{\mathrm{m}}$. However, it is really of quite different character, since, unlike $\Pi_{\langle j(1) \cdots j(n)\rangle}\left(1+\beta_{m_{j(1)} \cdots m_{j(n)}}^{\mathrm{m}}\right)$, which produces only the effects of all specifically $n$-body correlations, $\left.\prod_{\langle j(1)} \cdots j(n)\right\rangle_{m_{j(1)}}^{\mathrm{m}} \cdots m_{j(n)}$ incorporates not only irreducible $n$-body correlation effects but also correlation effects involving all larger groups of particles, these being incorporated in terms of products of $n$-body correlation functions. Thus, as in those cases of the expansion arising when (3) is inserted into (1) and the expansion (5) of Sinanoğlu, there is, in (10) or (12), no clean separation of correlation effects, but the mixing, in these latter forms for the wavefunction, is not intrinsically of such a nature as to vitiate their use in practical calculations and may even be beneficial.

Since we are thinking in terms of stationary states, we may regard $\Psi_{m}$ of (1)-(3) or (5)-(7) as the exact wavefunction for our problem (or, with undetermined $C$ 's, as a trial wavefunction) and $\tilde{\Psi}_{m}$ of (10) and (11), (12)-(14) as trial wavefunctions.

We remind the reader that any of the above wavefunctions may alternatively be viewed as the element $\mathbf{m}$ of a basis of correlated functions which, depending on how the $f_{m_{j(1)}}^{\mathrm{m}} \cdots m_{s(k)}$ 's, $f_{k}^{\mathrm{m}}$ 's, or $C \cdots$ 's are chosen, may provide a highly advantageous starting point for exact description of the $N$-fermion system, a far more appropriate starting point then the input independent-particle basis. ${ }^{13-15}$

Now let us turn to the task at hand. Working henceforth entirely in the configuration-space representation, our attention is centered on integrals like $(\Psi, S \Psi)$

$$
\begin{equation*}
\equiv \int \prod_{b=1}^{N} d x_{b} \Psi^{*}\left(x_{1} \cdots x_{N}\right) S(1 \cdots N) \Psi\left(x_{1} \cdots x_{N}\right) \tag{15}
\end{equation*}
$$

and

$$
\begin{equation*}
(\Psi, \Psi) \equiv \int \prod_{b=1}^{N} d x_{b}\left|\Psi\left(x_{1} \cdots x_{N}\right)\right|^{2} \tag{16}
\end{equation*}
$$

where $S(1 \cdots N)$ is a permutation-symmetric Hermitian operator and $\int \prod_{b=1}^{N} d x_{b}$ implies integrations over all continuous coordinates and summations over all discrete ones. [When written as an argument of an operator, $i$ stands for $\mathbf{r}_{i},-i \hbar \nabla_{i}$, and the spin and (if appropriate) isospin operators $\sigma_{i}, \boldsymbol{\tau}_{i}$.] The methods to be developed for the evaluation of the ratio (15)/ (16), the expectation value

$$
\begin{equation*}
\langle S\rangle=\frac{(\Psi, S \Psi)}{(\Psi, \Psi)} \tag{17}
\end{equation*}
$$

[^114]are sufficiently general that $\Psi$ may be any of the forms we have considered, in fact, any $N$-particle wavefunction. We have dropped the $m$ label, since we deal from now on with a particular state. (This allows a welcome simplification of the notation as regards single-particle state labels-we are able to write $j(1) \cdots j(n)$ in place of $m_{j(1)} \cdots m_{j(n)}$.)

In the absence of dynamical correlations (all $\beta$ 's except possibly the one-particle ones set zero, giving an independent-particle approximation), the evaluation of (17) is usually trivial. For example, if we take $S$ to be the ordinary Hamiltonian, a symmetric sum of one-body operators plus a symmetric sum of twobody operators, the required expectation value reduces quickly to a sum of one-body integrals plus a sum of two-body integrals. But in general it is a practical impossibility to conclude the operations indicated in (17). Thus one is prompted to express (17) as a sum of one-body terms, plus a sum of twobody terms, ..., plus a sum of $N$-body terms, in such way that truncation of the series after a manageable number of terms involving only calculable (few-body) integrals furnishes (hopefully) a useful approximation. Expansions of this type, called cluster expansions, first saw application in the classical statistical mechanics of imperfect gases, where they have long been employed to approximate the partition function. ${ }^{16}$ Two cluster expansions, the one associated with Iwamoto and Yamada ${ }^{17}$ (IY) and the other with Aviles ${ }^{18}$ and Hartogh and Tolhoek ${ }^{19}$ (AHT), have frequently been used in quantum-mechanical manybody calculations. In Sec. 2 the generalized normalization integral-a quantity from which the required expectation values may be extracted-is defined, and decomposed into cluster integrals according to schemes closely allied with those of IY and AHT. Then two radically different ("factor-cluster") decompositions, bearing the same relation to the Van Kampen ${ }^{20}$ classical cluster development as that borne by the IY and AHT decompositions to the classical Ursell ${ }^{16}$ development, are studied in detail. To conclude Sec. 2, general formulas for the expectation value of an operator in terms of the two new sets of cluster integrals are derived. An application of these formulas to the evaluation of the $n$-particle spatial distribution function is presented in Sec. 3. The final section is devoted to a general comparison of the four formalisms here

[^115]studied, in the context of their practical application for the systems of interest.

In the second paper of this series we shift the emphasis from an investigation of the new factorcluster formalisms per se to an exploitation of their properties and their relationships with the IY and AHT formalisms, with the aim of extending the applicability of these latter formalisms to finite $N$.

## 2. CLUSTER EXPANSIONS

A symmetric Hermitian operator $S(1 \cdots N)$ may in general be resolved into a symmetric sum of one-body operators, plus a symmetric sum of two-body operators, . . . , plus a symmetric sum of $N$-body operators:

$$
\begin{equation*}
S(1 \cdots N)=\sum_{i=1}^{N} S_{i}(1 \cdots N) \tag{18}
\end{equation*}
$$

with

$$
\begin{equation*}
S_{p}(1 \cdots N)=\sum_{\langle j(1)} \sum_{j(p)\rangle} \tilde{s}_{p}(j(1) \cdots j(p)) \tag{19}
\end{equation*}
$$

where $\bar{s}_{p}(j(1) \cdots j(p))$ operates in the subspace of the particles labeled $j(1) \cdots j(p)$. There are in general many possible ways of resolving $S(1 \cdots N)$. There will always be one particular resolution in which none of the $\bar{s}_{p}(j(1) \cdots j(p))$ may be further decomposed into the sum of terms which individually depend on a proper subset of particle labels $j(1), \cdots, j(p)$. Such a resolution will be said to be irreducible.

For example, the Hamiltonian of a system of $N$ identical, nonrelativistic particles of mass $M$, located in an external field $V(i)$ and interacting via two-body potentials $v(i j)$,

$$
\begin{equation*}
H(1 \cdots N)=\sum_{i=1}^{N} \frac{-\hbar^{2}}{2 M} \nabla_{i}^{2}+\sum_{i=1}^{N} V(i)+\sum_{1 \leq i<j \leq N} v(i, j), \tag{20}
\end{equation*}
$$

may, as suggested above, be irreducibly resolved by taking

$$
\begin{align*}
\bar{s}_{1}(i) & =\frac{-\hbar^{2}}{2 M} \nabla_{i}^{2}+V(i), \\
\bar{s}_{2}(i j) & =v(i j),  \tag{21}\\
\bar{s}_{n}(j(1) \cdots j(n)) & =0, \quad 3 \leq n \leq N
\end{align*}
$$

As a second illustration, consider the operator

$$
\begin{align*}
& \mathbf{P}^{(n)}\left(\mathbf{r}_{1} \cdots \mathbf{r}_{n} ; \mathbf{r}_{1}{ }^{\prime} \cdots \mathbf{r}_{n}{ }^{\prime}\right) \\
& =\sum_{\langle j(1)}, \sum_{j(n)\rangle}\left\{\sum_{\substack{\text { all permutations } \\
\text { of } l(1, \cdots l n) \\
\text { over } 1 \cdots n}} \prod_{i=1}^{n} \delta\left(\mathbf{r}_{l(i)}-\mathbf{r}_{j(i)}^{\prime}\right)\right), \tag{22}
\end{align*}
$$

whose expectation value yields the $n$-particle spatial
distribution function

$$
\begin{align*}
& \rho^{(n)}\left(\mathbf{r}_{1} \cdots \mathbf{r}_{n}\right)=\frac{N!}{(N-n)!} \\
& \quad \sum_{\substack{\text { all spin } \\
\text { coordinates }}}^{\int \prod_{i=n+1}^{N} d \mathbf{r}_{i} \Psi^{*}\left(x_{1} \cdots x_{N}\right) \Psi\left(x_{1} \cdots x_{N}\right)}  \tag{23}\\
& \int \prod_{i=1}^{N} d x_{i} \Psi^{*}\left(x_{1} \cdots x_{N}\right) \Psi\left(x_{1} \cdots x_{N}\right)
\end{align*}
$$

In this case the obvious choice of $\bar{s}_{p}$ 's is

$$
\begin{align*}
& \bar{s}_{n}^{(n)}\left(\mathbf{r}_{1} \cdots \mathbf{r}_{n} ; \mathbf{r}_{j(1)}^{\prime} \cdots \mathbf{r}_{j(n)}^{\prime}\right) \\
&=  \tag{24}\\
&\left\{\begin{array}{c}
\sum_{\begin{array}{c}
\text { all permutations } \\
\text { of } l(1) \cdots l(n) \\
\text { over } 1 \cdots n
\end{array}} \prod_{i=1}^{n} \delta\left(\mathbf{r}_{l(i)}-\mathbf{r}_{j(i)}^{\prime}\right)
\end{array}\right\}, \\
& \bar{S}_{p}^{(n)}\left(\mathbf{r}_{1} \cdots \mathbf{r}_{n} ; \mathbf{r}_{j(1)}^{\prime} \cdots \mathbf{r}_{j(p)}^{\prime}\right)=0, \quad p \neq n .
\end{align*}
$$

Again the resolution we have chosen is irreducible.
Following the lead of Iwamoto and Yamada, ${ }^{17}$ we define the (generalized) normalization integral
$I_{\mathrm{m}}(\alpha)$

$$
\begin{align*}
& =\int \prod_{b=1}^{N} d x_{b} \Psi_{\mathrm{m}}^{*}\left(x_{1} \cdots x_{N}\right) e^{\alpha S\left(1 \cdots N^{\prime}\right)} \Psi_{\mathrm{m}}\left(x_{1} \cdots x_{N}\right), \\
& =\int \prod_{b=1}^{N} d x_{b} \Psi_{\mathrm{m}}^{*}\left[1+\alpha S+\frac{\alpha^{2}}{2!} S^{2}+\cdots\right] \Psi_{\mathrm{m}}, \tag{25}
\end{align*}
$$

from which the required expectation value may be obtained by means of the following differentiation:

$$
\begin{equation*}
\langle S\rangle=\left.\frac{(d / d \alpha) I_{\mathrm{m}}(\alpha)}{I_{\mathrm{m}}(\alpha)}\right|_{\alpha=0}=\left.\frac{d}{d \alpha} \ln I_{\mathrm{m}}(\alpha)\right|_{\alpha=0} . \tag{26}
\end{equation*}
$$

Our goal is to calculate $I_{\mathrm{m}}(\alpha)$, or alternatively $\ln I_{m}(\alpha)$, by the technique of cluster expansion. Although we are presently interested only in the expectation value of the operator $S(1 \cdots N)$, it might be pointed out that a knowledge of $I_{m}(\alpha)$ yields a wealth of additional information. In particular, the variance of $S(1 \cdots N)$ may be computed as the second derivative of $\ln I_{\mathrm{m}}(\alpha)$ evaluated at $\alpha=0 .{ }^{21}$ Finally, let us note that the basic idea embodied in (25) and (26) has recently been extended by Clark and Westhaus ${ }^{13}$ to the evaluation of nondiagonal matrix elements in the representation defined by a set of dynamically correlated basis functions.

Our procedures for calculating $I_{\mathrm{m}}(\alpha)$ begin with the recognition that, given $\Psi_{\mathrm{m}}$ and $S(1 \cdots N)$, a set of related functions and operators may be defined for $n$-particle subspaces, $n \leq N$, of the $N$-particle Hilbert space. First, we consider a subset $m_{j(1)} \cdots m_{j(n)}$ of $\mathbf{m}$ and construct an $n$-particle "wavefunction." In

[^116]particular, according as form (1) with (3) inserted, form (5), form (10), or form (12) has been chosen for $\Psi_{m}$, we define the $n$-particle "wavefunction," respectively, as
\[

$$
\begin{align*}
& \psi_{m_{j(1)}} \cdots m_{j(n)}\left(x_{j(1)} \ldots x_{j(n)}\right) \\
& =(n!)^{-\frac{1}{2}}\langle 0| \psi\left(x_{j(n)}\right) \cdots \psi\left(x_{j(1)}\right)\left\{\prod_{p=1}^{n}\left(1+\beta_{m_{j(p)}}\right)\right\} \\
& \cdot\left\{\prod_{p<q}^{n}\left(1+\beta_{m_{j(p)} m_{j(q)}}\right)\right\} \cdots\left\{1+\beta_{m_{j(1)} \cdots m_{j(n)}}\right\} \\
& \times a_{m_{j(n)}}^{\dagger} \cdots a_{m_{j(1)}}^{\dagger}|0\rangle,  \tag{27a}\\
& \psi_{m_{j(1)}} \cdots m_{j(n)}\left(x_{j(1)} \cdots x_{j(n)}\right) \\
& =\mathcal{A}(n)\left[\prod_{i=1}^{n} \varphi_{m_{j(i)}}\left(x_{j(1)}\right)\right. \\
& +\sum_{p=1}^{n} \prod_{i \neq p}^{n} \varphi_{m_{j(i)}}\left(x_{j(i)}\right) U_{m_{j(p)}}^{m}\left(x_{j(p)}\right)+(2!)^{-\frac{1}{2}} \sum_{p<q}^{n} \prod_{i \neq p, q}^{n} \\
& \times \varphi_{m_{j(i)}}\left(x_{j(i)}\right) U_{m_{j(p)} m_{j(q)}}^{\mathrm{m}}\left(x_{j(p)} x_{j(q)}\right)+\cdots \\
& \left.+(n!)^{-\frac{1}{2}} U_{m_{j(1)}^{\mathrm{m}} \cdots m_{j(n)}}\left(x_{j(1)} \cdots x_{j(n)}\right)\right],  \tag{27b}\\
& \psi_{m_{j(1)}} \cdots m_{j(n)}\left(x_{j(1)} \cdots x_{j(n)}\right)=\mathcal{A}(n) \\
& \times\left[\prod _ { p = 1 } ^ { n } \left\{\prod_{\langle l(1) \cdots l(p) \mid j(1) \cdots j(n)\rangle} f_{m_{l(1)} \cdots m_{l(p)}}^{\mathrm{m}}\left(x_{l(1)} \cdots x_{l(p)}\right\}\right.\right. \\
& \left.\times \prod_{q=1}^{n} \varphi_{m_{j(q)}}\left(x_{j(q)}\right)\right], \tag{27c}
\end{align*}
$$
\]

or

$$
\begin{align*}
& \psi_{m_{j(1)} \cdots m_{j(n)}}\left(x_{j(1)} \cdots x_{j(n)}\right) \\
& \quad=\prod_{p=1}^{n}\left\{\begin{array}{c}
\prod_{\langle l(1)} \cdots l(p)|j(1) \cdots j(n)\rangle \\
f_{p}^{m}\left(x_{l(1)}\right.
\end{array} \cdots_{\left.l_{l(p)}\right)}\right) \\
& \quad \times(n!)^{-\frac{1}{2}}\left|\begin{array}{ccc}
\varphi_{m_{j(1)}}\left(x_{j(1)}\right) & \cdots & \varphi_{m_{j(n)}}\left(x_{j(1)}\right) \\
\cdot & \cdots & \cdot \\
\cdot & \cdots & \cdot \\
\cdot & \cdots & \cdot \\
\varphi_{m_{j(1)}}\left(x_{j(n)}\right) & \cdots & \varphi_{m_{j(n)}}\left(x_{j(n)}\right)
\end{array}\right| . \tag{27~d}
\end{align*}
$$

In the second and third definitions $\mathcal{A}(n)$ is the antisymmetrizer for the appropriate set of $n$ coordinate labels, normalized such that $(\mathcal{A}(n))^{2}=\left(n!\frac{1}{\frac{1}{2} \mathcal{A}}(n)\right.$. Although we have written the $\psi_{m_{j(1)}} \cdots m_{j(n)}$ as functions of the coordinates $x_{j(1)}, \cdots, x_{j(n)}$, they can, of course, be written in terms of any set of $n$ coordinates, i.e., there is no necessary correspondence between the place indices of the selected orbitals $m_{j(1)}$; $m_{j(2)}, \cdots, m_{j(n)}$ and the coordinate labels [see Eq. (29)]. Henceforth, the orbital indices $m_{j(1)}, \cdots, m_{j(n)}$ will, for brevity, be written simply as $j(1), \cdots, j(n)$; moreover, the same symbol $\psi_{j(1) \cdots j(n)}$ will denote, as appropriate, any of the four forms of the $n$-particle
"wavefunction." Next, from the elements into which $S(1 \cdots N)$ is resolved via (18) and (19), we construct the $n$-particle operator

$$
\begin{equation*}
S(1 \cdots n)=\sum_{p=1}^{n} \sum_{\langle l(1) \cdots l(p) \mid 1 \cdots n\rangle} \bar{s}_{p}(l(1) \cdots l(p)) . \tag{28}
\end{equation*}
$$

Then we define in terms of a particular $n$-particle wavefunction and $n$-particle operator a subnormalization integral indexed with the same orbital labels as designate the corresponding $n$-particle wavefunction:

$$
\begin{align*}
I_{j(1) \cdots j(n)}(\alpha)= & \int \prod_{b=1}^{n} d x_{b} \psi_{j(1) \cdots j(n)}^{*}\left(x_{1} \cdots x_{n}\right) \\
& \times e^{\alpha S(1 \cdots n)} \psi_{j(1) \cdots j(n)}\left(x_{1} \cdots x_{n}\right) . \tag{29}
\end{align*}
$$

Counting $I_{1} \ldots_{N}(\alpha)=I_{\mathrm{m}}(\alpha) \equiv I(\alpha)$ as a particular subnormalization integral, we see there are $2^{N}-1$ such quantities, each indexed by a particular subset of orbital labels, $j(1) \cdots j(n)$.

Before proceeding to general techniques for the evaluation of $I(\alpha)$ let us imagine for a moment that all correlations among the particles have ceased to exist (e.g., all $\beta$ operators vanish) and that all except the one-body terms in the operator $S(1 \cdots N)$ are zero. Under these conditions we have

$$
\begin{align*}
& I_{j(1) \cdots j(n)}(\alpha) \rightarrow \tilde{I}_{j(1) \cdots j(n)}(\alpha) \\
& =\left(n!^{-1} \int \prod_{b=1}^{n} d x_{b}\left|\begin{array}{ccc}
\varphi_{j(1)}\left(x_{1}\right) & \cdots & \varphi_{j(n)}\left(x_{1}\right) \\
\cdot & \cdots & \cdot \\
\cdot & \cdots & \cdot \\
\cdot & \cdots & \cdot \\
\varphi_{j(1)}\left(x_{n}\right) & \cdots & \varphi_{j(n)}\left(x_{n}\right)
\end{array}\right|\right. \\
& \times \exp \left\{\alpha \sum_{i=1}^{n} \bar{s}_{1}(i)\right\}\left|\begin{array}{ccc}
\varphi_{j(1)}\left(x_{1}\right) & \cdots & \varphi_{j(n)}\left(x_{1}\right) \\
\cdot & \cdots & \cdot \\
\cdot & \cdots & \cdot \\
\cdot & \cdots & \cdot \\
\varphi_{j(1)}\left(x_{n}\right) & \cdots & \varphi_{j(n)}\left(x_{n}\right)
\end{array}\right| \\
& =\prod_{i=1}^{n}\left[\int d x_{1} \varphi_{j(i)}^{*}\left(x_{1}\right) e^{\alpha_{\varepsilon_{1}}(1)} \varphi_{j(i)}\left(x_{1}\right)\right]+O\left(\alpha_{2}\right) \\
& =\prod_{i=1}^{n} \tilde{I}_{j(i)}(\alpha)+O\left(\alpha^{2}\right) . \tag{30}
\end{align*}
$$

In particular, if the operator $\bar{s}_{1}(1)=h_{0}(1)$ is a onebody Hamiltonian containing some ad hoc singleparticle potential and $\left\{\varphi_{1}, \varphi_{2}, \cdots, \varphi_{N}\right\}$ a set of eigenfunctions of $h_{0}$, then the equalities in (30) hold with the addends $O\left(\alpha^{2}\right)$ omitted. Frequently, such an independent-particle model provides both a convenient image of the physical system and a framework in which those observables corresponding to singleparticle operators may be accurately calculated. In any event, as long as we are only interested in computing $\langle S\rangle$, terms $O\left(\alpha^{2}\right)$ need never be considered.

We are now prepared to set forth the essential structure and state the underlying philosophy of a wide class of cluster formalisms applicable to the evaluation of $I(\alpha)$. Each of the above subnormalization integrals $I_{j(1) \cdots j(n)}$ or, more generally, some linear combination of those with the given number $n$ of indices, is to be built up from the $\tilde{I}_{j(i)}$ 's and a (finite) number of cluster integrals involving anywhere from one- to $n$-fold integrations. Alternatively, we say that the subnormalization integral, or the corresponding linear combination of subnormalization integrals, is decomposed into the $\tilde{I}_{j(i)}$ 's and the cluster integrals. With the $\tilde{I}_{j(i)}$ 's and the $I_{j(1) \ldots j(n)}$ 's already defined by (30) and (29), respectively, such a decomposition equation provides the definition of the lastappearing $n$-body, cluster integral. Proceeding to $n=N$, an expansion for $I(\alpha)$ in terms of the cluster integrals is achieved. We see that for some decompositions (among these the most familiar) it is necessary to rearrange this primitive cluster expansion for $I(\alpha)$ in order to obtain a useful approximation scheme for large $N$. All of the primitive cluster expansions to be considered will contain a finite number of addends for finite $N$.

Different modes of decomposition of the basic subnormalization integrals, or appropriate linear combinations of them, lead to different definitions of the cluster integrals. But an important feature of general cluster theory as herein circumscribed will pervade all the following considerations for finite $N$ : no matter what mode of decomposition is chosen, the explicit elimination of all the cluster integrals from the decomposition equation for, say, $I_{j(1) \cdots j(n)}$ must lead to an identity. In particular, it is the definition of the last cluster integral which ensures that the (primitive) cluster expansion for $I(\alpha)$, if completely summed, will regenerate this normalization integral. This feature is trivially obvious, but, as we shall see, formally useful.

Later discussions will be facilitated if we adopt a definite convention for what we mean by a term contributing to a cluster expansion of some quantity. Any individual contribution to a given cluster expansion will always be a product of the corresponding cluster integrals (perhaps with only one such factor), supplemented by some numerical factor. These cluster integrals may or may not be indexed with single-particle labels. In the former case, the term corresponding to the contribution in question will consist of this contribution summed over all combinations of the allowed single-particle labels, the original labels having been replaced by dummies. In the latter case, the term corresponding to the contribution is that
contribution multiplied by the number of times it occurs in the expansion. In both cases, if the contribution enters with a minus sign, that also is to be attached. The given cluster expansion is, of course, the sum of all such unique terms. The meaning of this convention will become clearer as we develop concrete examples of cluster expansions.

In the above, we have not specified any essential properties that the cluster integrals must possess, but have merely regarded them as the elements of the postulated decomposition-which of course determines their properties completely. It is not our immediate concern whether or not a given $n$-body cluster integral (involving integrations over $n$ sets $x_{b}$ ) so determined is irreducible in the sense that this integral can be in turn decomposed into a sum of products of independent integrals over fewer than $n$ sets of coordinates. Of course, a careful study of the structure of the cluster integrals, in particular with respect to their possible reducibility, is vital in analyzing the behavior of the terms in a cluster expansion as $N$ grows large. ${ }^{13,14,22,23}$
To conclude these very general remarks: Although, strictly speaking, every clusterexpansion is a tautology, the value of a given cluster formalism, when employed in its main role of generating approximations for $\langle S\rangle$, depends on the wisdom of our decomposition. We always have in mind systems for which irreducible correlations involving many particles are less important than those involving few. Thus we always seek a cluster expansion for $\langle\boldsymbol{S}\rangle$ which, perhaps after suitable rearrangement, will reflect this situation in rapid convergence, allowing us to approximate $\langle\boldsymbol{S}\rangle$ satisfactorily in terms of the first few cluster integrals, therefore in terms of the first few subnormalization integrals. Naturally the usefulness of a given cluster expansion of the expectation value of the observable $S$ will depend crucially on the correlated wavefunction chosen; in the final analysis the merit of the approximation schemes suggested by this paper must be tested by detailed numerical calculations.

We now study in detail four modes of defining cluster integrals. The first is a straightforward extension of the procedure adopted by Iwamoto and Yamada. ${ }^{17}$ Initially we approximate $I_{j(1) \cdots j(n)}(\alpha)$ by the product $\prod_{i=1}^{n} \tilde{I}_{j(i)}(\alpha)$ and then "build up" the subnormalization integral by replacing each combination of zero, one, two, $\ldots n$ factors in $\prod_{i=1}^{n} \tilde{j}_{j(i)}(\alpha)$ with the sum of all possible products of one-body, two-body, ..., $n$-body cluster integrals involving,

[^117]with no repetitions, the same set of indices as the replaced factors. Beginning with the one-indexed quantities, a hierarchy of equations is generated:
\[

$$
\begin{align*}
& I_{j(1)}= I_{j(1)}+X_{j(1)}, \\
& I_{j(1) j(2)}= \tilde{I}_{j(1)} \tilde{I}_{j(2)}+X_{j(1) t_{j(2)}}+I_{j(1)} X_{j(2)} \\
&+X_{j(1)} X_{j(2)}+X_{j(1) j(2)}, \\
& I_{j(1) j(2) j(3)}= \prod_{i=1}^{3} \tilde{I}_{j(i)} \\
&+\sum_{i=1}^{3}\left[X_{j(i)} \cdot \prod_{\substack{p=1 \\
p \neq i}}^{3} I_{j(p)}+\tilde{I}_{j(i)} \cdot \prod_{\substack{p=1 \\
p \neq i}}^{3} X_{j(p)}\right] \\
&\left.+\sum_{i=1}^{3}\left[\sum_{\substack{p<q \\
\left(\tilde{I}_{j(i)} \\
p \neq q \neq i\right.}}+X_{j(i)}\right) X_{j(p) j(q)}\right] \\
&+\prod_{i=1}^{3} X_{j(i)}+X_{j(1) j(2) j(3)}, \\
& \vdots  \tag{31}\\
& I_{12} \cdots N= \prod_{i=1}^{N} \tilde{I}_{i}+\sum_{i=1}^{N} X_{i} \prod_{p \neq i}^{N} \tilde{I}_{p}+\cdots+X_{12} \cdots N .
\end{align*}
$$
\]

Introducing the normalized cluster integrals

$$
\begin{equation*}
x_{j(1) \cdots j(n)}=X_{j(1) \cdots j(n)} / \prod_{i=1}^{n} \tilde{j}_{j(i)}, \tag{32}
\end{equation*}
$$

we can rewrite these decomposition equations as

$$
\begin{align*}
& I_{j(1)}=I_{j(1)} \cdot\left[1+x_{j(1)}\right], \\
& I_{j(1) j(2)}=\tilde{I}_{j(1)} \cdot \tilde{I}_{j(2)} \\
& \times\left[1+x_{j(1)}+x_{j(2)}+x_{j(1)} x_{j(2)}\right. \\
& \left.+x_{j(1) j(2)}\right], \\
& I_{j(i) j(2) j(3)}=\prod_{i=1}^{3} \tilde{I}_{j(i)} \\
& \times\left[1+\sum_{p=1}^{3} x_{j(p)}+\sum_{1 \leq p<q \leq 3}\left(x_{j(p)} \cdot x_{j(q)}+x_{j(p) j(q)}\right)\right. \\
& +x_{j(i)} x_{j(2)} x_{j(3)}+x_{j(1)} \cdot x_{j(2) j(3)}+x_{j(2)} x_{j(1) j(3)} \\
& \left.+x_{j(3)} x_{j(1) j(2)}+x_{j(1) j(2) j(3)}\right] \text {, }  \tag{33}\\
& I_{12} \cdots_{N}=I=\prod_{i=1}^{N} \tilde{I}_{i} \\
& \times\left[1+\sum_{p} x_{p}+\sum_{p<q}\left(x_{p} \cdot x_{q}+x_{p q}\right)+\cdots x_{12} \cdots_{N}\right],
\end{align*}
$$

where, in general,

$$
\begin{equation*}
I_{j(1) \cdots j(n)}=\prod_{i=1}^{n} \tilde{I}_{j(i)} B_{j(1) \cdots j(n)} \tag{34}
\end{equation*}
$$

with

$$
\begin{align*}
& B_{j(1) \cdots j(n)}=\left[1+\sum_{p=1}^{n}\langle l(1) \cdots l(p) \mid j(1) \cdots j(n)\rangle\right. \\
& \left.\times\left\{\sum_{\substack{a=1 \\
\text { all partitions } \\
\text { of }(l) \cdots(l p) \\
\text { among } p=q+1 \\
\text { factors }}}^{p} x \ldots x \ldots \cdots x \ldots\right\}\right] . \tag{35}
\end{align*}
$$

To the right of 1 in each $B_{j(1) \cdots j(n)}$, there stands the sum of all normalized cluster integrals with indices comprising a subset of $\{j(1) \cdots j(n)\}$, plus the sum of all possible completely unlinked products of these normalized cluster integrals. A completely unlinked product is one in which no pair of factors has an index in common. More generally, an unlinked product of cluster integrals is one in which at least one factor has no index in common with any other factor. On the other hand if each factor has at least one index in common with one or more other factors, the product will be called linked.

Now, although termination of the series (35) for $B_{12} \ldots N$ at one-index, two-index, ..., $n$-index, $\ldots$ terms may lead to acceptable approximations for $B_{12} \cdots_{N}$ when $N$ is small, the nonuniform asymptotic $N$ dependence of successive truncations indicates that, when $N$ is large, some other form for $B_{12} \ldots_{N}$ must be found for approximating $I(\alpha)$. This nonuniform $N$ dependence results from the presence of the completely unlinked products. ${ }^{13,17,22}$ Dropping terms which are of no consequence in the many-body limit (i.e., the limit in which $N \rightarrow \infty$ while $\rho$, the number density, is held constant), Iwamoto and Yamada ${ }^{17}$ and Wu and Feenberg ${ }^{24}$ have derived an expression for $B_{12} \ldots N$ in which all products of $x$ 's which appear are linked. Thus, upon writing

$$
\begin{equation*}
B_{12} \cdots N=\exp G_{\mathrm{IY}}, \tag{36}
\end{equation*}
$$

they find in the many-body limit that

$$
\begin{align*}
\mathrm{G}_{\mathrm{IY}}= & \sum_{i=1}^{N} x_{i}+\sum_{i<j}^{N} x_{i j}+\sum_{i<j<k}^{N} \\
& \times\left[x_{i j k}-x_{i j} x_{j k}-x_{i j} x_{i k}-x_{i k} x_{j k}\right]+\cdots, \tag{37}
\end{align*}
$$

an expansion which, upon successive truncations, displays a uniform asymptotic $N$ dependence. In the second paper of this series, we offer another method of rearranging $B_{12} \ldots N$ to generate such an exponential formula, a method which demonstrates, and utilizes, the (quite general) linked character of $G_{I Y}$. Our procedure, unlike former ones, is applicable to finite as well as infinite systems.

By the order of a given term in (37) or in any cluster expansion based on the IY subnormalization integrals (29), we mean the number of distinct single-particle indices involved in any individual contribution to that term. This is a classification according to "number of bodies"-there will be one-body terms, two-body terms, three-body terms, . . . , or, speaking more loosely, one-body clusters, two-body clusters, three-body clusters, . . .-and is quite different from the ordering prescription of Clark and Westhaus ${ }^{13}$

[^118]based on a "smallness parameter." In Eq. (37) the successive addends
$$
\sum_{i} x_{i}, \sum_{i<j} x_{i j},-\sum_{i<j<k} x_{i j} x_{j k}, \cdots
$$
are, respectively, first-order, second-order, thirdorder, . . . terms in the sense just defined.

In order to motivate the introduction of a wellknown alternative to the cluster formalism just discussed, let us suppose that a correlated wavefunction (12) with state-independent correlation factors has been selected. Now consider a unitary transformation in the one-body vector space spanned by the set of single-particle functions $\varphi_{1}, \cdots, \varphi_{N}$ :

$$
\begin{equation*}
\varphi_{i}(x) \rightarrow \varphi_{i}^{\prime}(x)=\sum_{j} U_{i j} \varphi_{j}(x), \quad i, j=1, \cdots, N \tag{38}
\end{equation*}
$$

where

$$
\sum_{k} U_{k i}^{*} U_{k j}=\sum_{k} U_{i k} U_{j k}^{*}=\delta_{i j} .
$$

Since the replacement $\varphi_{i} \rightarrow \varphi_{i}^{\prime}, i=1, \cdots, N$, changes $\Phi$ by at most a phase factor, the expectation value $\langle S\rangle$ is invariant under this replacement. On the other hand, as one may readily verify, the IY expansion for $\langle S\rangle$ does not possess term-by-term nor indeed order-byorder invariance under the substitution (38). Of course, if summed to all orders, the expression $\prod_{i=1}^{N} \tilde{I}_{i} e^{G_{\mathrm{IY}}}$ must yield $l(\alpha)$ identically and thus lead to expectation values with the above invariance. But practical application of this cluster expansion theory demands that $G_{\text {IY }}$ be terminated in low orders, whence the approximate expectation values lack a very desirable feature of the exact expectation value. ${ }^{13,14}$
A cluster expansion which is invariant term by term under such a unitary transformation of the orbitals has been investigated by Aviles ${ }^{18}$ and by Hartogh and Tolhoek. ${ }^{19}$ The quantities which are decomposed into cluster integrals are certain linear combinations, or averages, of the subnormalization integrals defined in (29):

$$
\begin{align*}
J_{1}= & \frac{1}{N} \sum_{i=1}^{N} I_{i}, \\
J_{2}= & \frac{2}{N(N-1)} \sum_{i<j} I_{i j},  \tag{39}\\
& \vdots \\
J_{n}= & \frac{n!(N-n)!}{N!} \sum_{\langle j(1)}{ }_{j(n)\rangle} I_{j(1)} \cdots j(n), \\
& \vdots \\
J_{N}= & I_{12 \cdots N}=I(\alpha) .
\end{align*}
$$

These linear combinations are themselves invariant under the transformation (38) and so in turn will be the cluster integrals which they define. Having
motivated the introduction of these new subnormalization integrals we may drop our restriction to the wavefunction (12). Upon so doing the above statements concerning invariance may no longer apply; we emphasize this fact by putting the word invariant within quotation marks from now on.

We proceed in analogy with the foregoing development, again first considering the situation in which no dynamical correlations exist among the particles and in which we need only be concerned with the onebody component of $S(1 \cdots n)$. Here, in complete correspondence with (30), we have

$$
\begin{align*}
& \left.\mathfrak{J}_{n} \rightarrow \tilde{J}_{n}=\frac{n!(N-n)!}{N!} \sum_{\langle j(1)}, \ldots j(n)\right\rangle \frac{1}{n!} \int \prod_{b=1}^{n} d x_{b} \\
& \times\left|\begin{array}{ccc}
\varphi_{j(1)}\left(x_{1}\right) & \cdots & \varphi_{j(n)}\left(x_{1}\right) \\
\cdot & \cdots & \cdot \\
\cdot & \cdots & \cdot \\
\cdot & \cdots & \cdot \\
\varphi_{j(1)}\left(x_{n}\right) & \cdots & \varphi_{j(n)}\left(x_{n}\right)
\end{array}\right| * \\
& \times \exp \left[\alpha \sum_{i=1}^{n} \dot{s}_{1}(i)\right] \\
& \times\left|\begin{array}{ccc}
\varphi_{j(1)}\left(x_{1}\right) & \cdots & \varphi_{j(n)}\left(x_{1}\right) \\
\cdot & \cdots & \cdot \\
\cdot & \cdots & \cdot \\
\cdot & \cdots & \cdot \\
\varphi_{j(1)}\left(x_{n}\right) & \cdots & \varphi_{j(n)}\left(x_{n}\right)
\end{array}\right| \\
& =\left(\tilde{J}_{1}\right)^{n}+O\left(\alpha^{2}\right) \text {, } \tag{40}
\end{align*}
$$

where

$$
\begin{equation*}
\tilde{\mathfrak{J}}_{1}=\frac{1}{N} \sum_{i=1}^{N} \int d x_{1} \varphi_{i}^{*}\left(x_{1}\right) \exp \left[\alpha \bar{s}_{1}(1)\right] \varphi_{i}\left(x_{1}\right)=\frac{1}{N} \sum_{i=1}^{N} \tilde{I}_{i} . \tag{41}
\end{equation*}
$$

Returning to the realistic situation, we "build up" $J_{n}$ by replacing successive numbers of $\tilde{J}_{1}$ factors in $\left(\tilde{J}_{1}\right)^{n}$ with appropriate sums of products of cluster integrals. This process may be viewed alternatively as a decomposition of $J_{n}$ into cluster integrals. From either point of view, of course, with $\tilde{J}_{1}, \mathfrak{J}_{n}$, and cluster integrals $\mathfrak{X}_{p}(p<n)$ having already been defined, it is the cluster integral $\mathfrak{X}_{n}$ which is defined by this decomposition of $\mathfrak{J}_{n}$. Beginning the process with $\mathfrak{J}_{1}$, we write

$$
\begin{aligned}
& \mathfrak{J}_{1}=\tilde{\mathfrak{J}}_{1}+\mathfrak{X}_{1} \\
& \mathfrak{J}_{2}=\tilde{\mathfrak{J}}_{1}^{2}+2 \tilde{\mathfrak{J}}_{1} \mathfrak{X}_{1}+\mathfrak{X}_{1}^{2}+\mathfrak{X}_{2} \\
& \mathfrak{J}_{3}= \\
& \quad \tilde{\mathfrak{J}}_{1}^{3}+3 \tilde{\mathfrak{J}}_{1}^{2} \mathfrak{X}_{1}+3 \tilde{\mathfrak{J}}_{1}^{2} \mathfrak{X}_{1}+3 \tilde{\mathfrak{J}}_{1} \mathfrak{X}_{2}+\mathfrak{X}_{1}^{3} \\
& \quad+3 \mathfrak{X}_{2} \mathfrak{X}_{1}+\mathfrak{X}_{3}, \\
& \cdot \\
& \cdot \\
& \tilde{J}_{N}=\tilde{\mathfrak{J}}_{1}^{N}+N \tilde{\mathfrak{J}}_{1}^{N-\mathrm{I}} \dot{\mathfrak{X}}_{1}+\cdots+\mathfrak{X}_{N} .
\end{aligned}
$$

Then, continuing the development in analogy with the decomposition of $I_{j(1) \cdots j(n)}$, we define

$$
\begin{equation*}
\mathfrak{X}_{n}=\mathfrak{X}_{n} /\left(\tilde{J}_{1}\right)^{n} \tag{43}
\end{equation*}
$$

and rewrite the general equation in the above set as

$$
\begin{equation*}
\tilde{\mathfrak{J}}_{n}=\left(\tilde{\mathfrak{J}}_{1}\right)^{n} \mathfrak{B}_{n} \tag{44}
\end{equation*}
$$

with

$$
\mathfrak{B}_{n}=\left\{1+\sum_{p=1}^{n}{ }_{p} C_{n} \sum_{\substack{\text { all } \\ \text { partitions } \\ \text { such that } \\ \Sigma_{b=1}^{p}{ }^{b v_{0}=p}}} \frac{p!\mathfrak{X}_{1}^{v_{1}} \cdots \mathfrak{X}_{b}^{v_{b}} \cdots X_{p_{p}}^{v_{p}}}{\prod_{b=1}^{p}(b!)^{v_{b}} v_{b}!}\right\}
$$

and ${ }_{p} C_{n}=n!/[(n-p)!p!]$.
Once more hoping to approximate $\mathcal{B}_{N}$ in terms of the few-body cluster integrals, say $X_{1}, X_{2}, X_{3}$, and $X_{4}$, we discover that in the case of large $N$ the series (45) must first be rearranged in order to express $\mathfrak{B}_{N}$ in terms of a series which, for large $N$, is uniform in $N$; and again the required rearrangement results in an exponential formula

$$
\begin{equation*}
\mathfrak{B}_{N}=\exp \mathfrak{G}_{\Delta H T} \tag{46}
\end{equation*}
$$

with $\mathcal{G}_{\text {AHT }}$ given, as the many-body limit is approached, by the "uniform" cluster expansion

$$
\begin{equation*}
\mathcal{G}_{\mathrm{AHT}}=N X_{1}+\frac{N^{2}}{2!} X_{2}+\frac{N^{3}}{3!}\left(X_{3}-3 X_{2}^{2}\right)+\cdots \tag{47}
\end{equation*}
$$

A derivation of (46), together with a generalization of (47) which includes those terms which must also be accounted for when $N$ is not large, will be given in the second paper of this series, where the properties of the "factor-cluster" expansions introduced below are more fully exploited.

By the order of a given term in (47) or in any cluster expansion based on the AHT subnormalization integrals (39) we shall mean the following: in the case of the asymptotically leading terms, simply the power of $N$ that appears explicitly; in the case of terms down from these by $O(1 / N)$, the minimum number of sets of particle coordinates which must be introduced to carry out the integrations involved. This definition is not as arbitrary as it appears, since it will be seen to maintain a close correspondence with the "number-of-bodies" ordering prescription set up for expansions based on the IY subnormalization integrals. In (47) the successive addends $N X_{1}, \frac{1}{2} N^{2} \mathscr{X}_{2},-\frac{1}{2} N^{3} \mathscr{X}_{2}^{2}, \cdots$ are, respectively, first-order, second-order, thirdorder, . . . terms in the sense just defined, while the asymptotically negligible term $\frac{1}{2} N x_{1}^{2}$, to be incorporated later, is of second order.

The necessity of rearranging the series for $B_{12} \cdots N$ and $\mathfrak{B}_{N}$ has prompted us to seek new and "more
natural" modes of decomposition to replace those of IY and AHT, modes which require no rearrangement to make sense for large $N$. The two alternative approaches presented here are closely related to a cluster expansion proposed by Van Kampen ${ }^{20}$ in the imperfect-gas problem. They have the virtue of immediate applicability to finite as well as infinite manybody problems. The first, a "noninvariant" formalism, is based on the "noninvariant" subnormalization integrals of IY; the second, an "invariant" formalism, on the "invariant" subnormalization integrals of AHT.

Instead of constructing the $I_{j(1) \cdots j(n)}$ by replacing the $\tilde{I}_{j(i)}$ 's in the product $\prod_{i=1}^{n} \tilde{I}_{j(i)}$ as we originally did in (31), we now propose that additional factors-the new cluster integrals-simply be attached to this product according to the following prescription:

$$
\begin{align*}
& I_{j(1)}= \tilde{I}_{j(1)} Y_{j(1)} \\
& I_{j(1) j(2)}= \tilde{I}_{j(1)} \cdot \tilde{I}_{j(2)} \cdot Y_{j(1)} \cdot Y_{j(2)} \cdot Y_{j(1) j(2)} \\
& I_{j(1) j(2) j(3)}= {\left[\prod_{i=1}^{3} \tilde{I}_{j(i)}\right] \cdot\left[\prod_{l=1}^{3} Y_{j(l)}\right] } \\
& \cdot\left[\prod_{1 \leq p<q \leq 3} Y_{j(p) j(q)}\right] \cdot Y_{j(1) j(2) j(3)}, \\
& \cdot \\
& \cdot \\
& I_{12} \cdots N= {\left[\prod_{i=1}^{N} \tilde{I}_{i}\right] \cdot\left[\prod_{l=1}^{N} Y_{l}\right] }  \tag{48}\\
& \cdot\left[\prod_{1 \leq p<q \leq N} Y_{p q}\right] \cdots Y_{12} \cdots N
\end{align*}
$$

Employing (26) together with the final equation of this set, we arrive at an extremely simple formula for the expectation value:

$$
\begin{align*}
\langle S\rangle= & \left.\sum_{i=1}^{N} \frac{\frac{d}{d \alpha} \tilde{I}_{i}}{\tilde{I}_{i}}\right|_{\alpha=0} \\
& \quad+\left.\sum_{n=1}^{N} \sum_{j(1) \cdots, j(n)\rangle} \frac{(d / d \alpha) Y_{j(1) \cdots j(n)}}{Y_{j(1) \cdots j(n)}}\right|_{\alpha=0} \tag{49}
\end{align*}
$$

Our general statements concerning c'uster theories may be applied to this new mode of decomposing $I(\alpha)$. Specifically, the last cluster integral in (48) is defined in terms of the generalized normalization integral itself. But, of course, the hope is to approximate $\langle S\rangle$ by terminating the series in (49) after the first few sums, and thus avoid having to compute the many-indexed $Y$ 's. The rapidity with which (49) converges depends ultimately upon the problem at hand; but that the series does depend uniformly on $N$ in the many-body limit will become clear in the fol-
lowing paper where the relationship between this cluster expansion and that of IY is explored.

Implicit definitions of the quotients appearing in (49) may be obtained immediately upon differentiating the logarithm of each equation in the set (48) with respect to $\alpha$. Defining

$$
\begin{align*}
J_{j(i)} & =\left.\frac{(d / d \alpha) \tilde{I}_{j(i)}}{I_{j(i)}}\right|_{\alpha=0}, \\
J_{j(1) \cdots j(n)} & =\left.\frac{(d / d \alpha) I_{j(1) \cdots j(n)}}{I_{j(1) \cdots j(n)}}\right|_{\alpha=0} \tag{50}
\end{align*}
$$

and

$$
\begin{equation*}
Z_{j(1) \cdots j(n)}=\left.\frac{(d / d \alpha) Y_{j(1) \cdots j(n)}}{Y_{j(1) \cdots j(n)}}\right|_{\alpha=0} \tag{51}
\end{equation*}
$$

we have

$$
\begin{align*}
J_{j(1) \cdots j(n)}= & \left.\sum_{i=1}^{n} \tilde{J}_{j(i)}+\sum_{q=1}^{n} \sum_{\langle l(1) \cdots l(q) \backslash j(1)} \cdots j(n)\right\rangle \\
& \times Z_{l(1)} \cdots l(q), \quad n=1, \cdots, N . \tag{52}
\end{align*}
$$

The key to the inversion of this set of equations is the realization that the substitution for the $Z_{l(1) \cdots l(q)}$ 's of their definitions in terms of the basic quantities $\tilde{J}_{l(i)}$ and $J_{\left.l(1) \cdots u_{p}\right)}$ must transform these equations into identities. Hence we conclude that

$$
\begin{align*}
& Z_{j(i)}=J_{j(i)}-\tilde{J}_{j(i)} \\
& Z_{j(1)} \cdots j(n)=\sum_{q=1}^{n}(-1)^{n-q} \\
& \times\left\{\sum_{\langle l(1) \cdots l(q) \mid j(1) \cdots j(n)\rangle} J_{l(1) \cdots l(q)}\right\}, n \geq 2 \tag{53}
\end{align*}
$$

For upon the insertion of these relations into

$$
\begin{aligned}
& J_{k(1)} \cdots k(f) \\
& =\sum_{i=1}^{f} \tilde{J}_{k(i)}+\sum_{p=1}^{f} \sum_{\langle h(1) \cdots h(p) \mid k(1) \cdots k(f)\rangle} Z_{h(1) \cdots h(p),},
\end{aligned}
$$

the coefficient of each $\tilde{J}_{k(i)}$ vanishes, while the coefficient of $J_{l(1) \cdots l(q)}\{l(1) \cdots l(q)\} \subset\{k(1) \cdots k(f)\}$, is given by
as required. Note that the $\tilde{J}_{j(i)}$ enter only into the one-indexed cluster integrals. The results of this new "factor-cluster"' formalism may be succinctly stated as follows:

$$
\begin{equation*}
\langle S\rangle=\sum_{i=1}^{N} \tilde{J}_{i}+\sum_{n=1\langle j(1)}^{N} \sum_{j j(n)\rangle} Z_{j(1) \cdots j(n)} \tag{49}
\end{equation*}
$$

where

$$
Z_{j(i)}=J_{j(i)}-\tilde{J}_{j(i)}
$$

$Z_{j(1)} \cdots j(n)$
$=\sum_{q=1}^{n}(-1)^{n-q}\left\{\sum_{\langle l(1) \cdots l(q) \mid j(1) \cdots j(n)\rangle} J_{l(1) \cdots l(q)}\right\}$,

$$
\begin{equation*}
n \geq 2 \tag{53}
\end{equation*}
$$

The quotients

$$
\tilde{J}_{j(i)}=\left.\frac{\frac{d}{d \alpha} \tilde{I}_{j(i)}}{\tilde{I}_{j(i)}}\right|_{\alpha=0}=\frac{\int d x_{1} \varphi_{j(i)}^{*}\left(x_{1}\right) \bar{s}_{1}(1) \varphi_{j(i)}\left(x_{1}\right)}{\int d x_{1} \varphi_{j(i)}^{*}\left(x_{1}\right) \varphi_{j(i)}\left(x_{1}\right)}
$$

and
$J_{l(1) \cdots l(q)}=\left.\frac{\frac{d}{d \alpha} I_{l(1) \cdots l(q)}}{I_{l(1) \cdots l(q)}}\right|_{\alpha=0}$
$\int \prod_{b=1}^{q} d x_{b} \psi_{l(1) \cdots(q)}^{*}\left(x_{1} \cdots x_{q}\right)$
$=\frac{\times S(1 \cdots g) \psi_{l(1) \cdots \ell(q)}\left(x_{1} \cdots x_{q}\right)}{\int \prod_{b=1}^{a} d x_{b} \psi_{l(1) \cdots \nu(q)}^{*}\left(x_{1} \cdots x_{q}\right) \psi_{l(1) \cdots \ell(q)}\left(x_{1} \cdots x_{q}\right)}$
are not susceptible to further reductions and must therefore be evaluated as the basic ingredients of the expansion.

Let us now consider a factor decomposition alternative to (42). Again $J_{n}$ is "built up" from ( $\left.\tilde{J}_{1}\right)^{n}$ by attaching cluster integrals $\mathcal{Y}_{p}(p \leq n)$-and thus defining $\mathrm{Y}_{n}$-in the following manner:

$$
\begin{align*}
& \tilde{J}_{1}=\tilde{J}_{1} \cdot \mathfrak{Y}_{1}, \\
& \mathrm{~J}_{2}=\tilde{\mathrm{f}}_{1}^{2} \cdot y_{1}^{2} \cdot y_{2}, \\
& J_{3}=\tilde{\mathfrak{I}}_{1}^{3} \cdot y_{1}^{3} \cdot y_{2}^{3} \cdot y_{3}, \\
& \mathcal{J}_{n}=\left(\tilde{\mathfrak{I}}_{1}\right)^{n} \cdot\left[\prod_{k=1}^{n}\left(\mathcal{Y}_{k}\right)^{)^{C_{n}}}\right],  \tag{54}\\
& \text {. } \\
& J_{N}=I=\left(\tilde{\mathfrak{J}}_{1}\right)^{N} \cdot\left[\prod_{k=1}^{N}\left(\mathcal{Y}_{k}\right)^{k^{C_{N}}}\right] .
\end{align*}
$$

Formulas completely analogous to (48) through (53) emerge. Indeed, we find that

$$
\begin{equation*}
\mathcal{F}_{n}=n \tilde{\tilde{q}}_{1}+\sum_{b=1}^{n}{ }_{k} C_{n} \tilde{3}_{k} \tag{55}
\end{equation*}
$$

and, in particular,

$$
\begin{equation*}
\langle S\rangle=\mathcal{F}_{N}=N \tilde{y}_{1}+\sum_{k=1}^{N}{ }_{k} C_{N} \tilde{z}_{k}, \tag{56}
\end{equation*}
$$

where we have defined

$$
\begin{align*}
& \left.\tilde{\mathfrak{f}}_{1} \equiv \frac{(d / d \alpha) \tilde{\mathfrak{J}}_{1}}{\tilde{J}_{1}}\right|_{\alpha=0} \\
& \left.\tilde{f}_{n} \equiv \frac{(d / d \alpha) \mathfrak{J}_{n}}{\mathfrak{J}_{n}}\right|_{\alpha=0}, \tag{57}
\end{align*}
$$

and

$$
\begin{equation*}
\left.z_{n} \equiv \frac{(d / d \alpha) y_{n}}{y_{n}}\right|_{\alpha=0} . \tag{58}
\end{equation*}
$$

The inversion of (55) parallels that of (52). Here the required identity is ensured by taking

$$
\begin{gather*}
3_{1}=\mathscr{F}_{1}-\tilde{\mathscr{F}}_{1}, \\
3_{n}=\sum_{q=1}^{n}(-1)^{n-q} \frac{n!}{q!(n-q)!} \mathscr{F}_{q}, \quad n \geq 2 . \tag{5}
\end{gather*}
$$

Equation (56) constitutes our newly proposed "invariant"-factor-cluster expansion, with successive terms given by (59). The computation of the $3_{n}$ must be carried out in terms of the basic ingredients, the "invariant" $\tilde{y}_{1}, \mathcal{Z}_{n}$ 's of (57).

To keep the terminology and the various relationships straight, we list the four cluster formalisms just analyzed:
(1). The conventional one of IY, a "noninvariant" formalism in which a sum-of-factors decomposition law is postulated for the IY subnormalization integrals.
(2). The conventional one of AHT, an "invariant" formalism in which a sum-of-factors decomposition law is postulated for the AHT subnormalization integrals.
(3). A new "noninvariant-factor-cluster" formalism (henceforth, the FIY formalism) in which a product decomposition law is postulated for the IY subnormalization integrals.
(4). A new "invariant-factor-cluster" formalism (henceforth, the FAHT formalism) in which a product decomposition law is postulated for the AHT subnormalization integrals.

There is one important feature of general clusterexpansion theory that we have not explicitly pointed out: the arbitrariness of the $n$-body subnormalization integrals with $n<N$. Since, in any complete cluster expansion of $I(\alpha)$, the net coefficient of every subnormalization integral except the last one, $I_{1} \cdots_{N}=$ $I(\alpha)=\mathfrak{J}_{N}$, is strictly zero, the subnormalization integrals with $n<N$ are entirely at our disposal. The choices (29), (39) are only two of an infinite number of possibilities. One should take advantage of this arbitrariness in tailoring the cluster formalism to the problem to be solved. An illuminating example of how this may be done is provided by the work of Feenberg and his collaborators on liquid $\mathrm{He}^{3} . .^{14,23}$

## 3. APPLICATION OF THE NEW "INVARIANT-CLUSTER" FORMALISM

We now apply the "invariant-factor-cluster" or FAHT formalism developed in the preceding section
to the evaluation of the $n$-particle spatial distribution function (23). The resolution of the corresponding operator given in (24) leads to the following expressions for the basic invariants of the expansion:

$$
\begin{aligned}
\tilde{\mathscr{y}}_{1}^{(n)}\left(r_{1}\right) & =\frac{1}{N} \sum_{i=1}^{N} \sum_{s_{z_{1}}} \sum_{z_{1}} \psi_{i}^{*}\left(\mathbf{r}_{1}, s_{z_{1}}, t_{z_{1}}\right) \varphi_{i}\left(\mathbf{r}_{1}, s_{z_{1}}, t_{z_{1}}\right), \\
& =0, \quad n \geq 2,
\end{aligned}
$$

$\mathcal{F}_{q}^{(n)}\left(\mathbf{r}_{1} \cdots \mathbf{r}_{n}\right)=\sum_{\langle\langle(1)} \sum_{l(\alpha)\rangle} \frac{q!}{(q-n)!} \int \prod_{b=1}^{q} d x_{b}^{\prime} \psi_{l(1) \cdots l(\alpha)}^{*}$

$$
\times\left(x_{1}^{\prime} \cdots x_{q}^{\prime}\right) \prod_{i=1}^{n} \delta\left(\mathbf{r}_{i}-\mathbf{r}_{i}^{\prime}\right) \psi_{l(1)} \cdots \iota(q)\left(x_{1}^{\prime} \cdots x_{q}^{\prime}\right)
$$

$\left[\sum_{\langle\imath(1)} \sum_{\ell((a)\rangle} \int \prod_{b=1}^{q} d x_{b}^{\prime}\right.$
$\left.\times \psi_{l(1) \cdots l(q)}^{*}\left(x_{1}^{\prime} \cdots x_{q}^{\prime}\right) \psi_{l(1) \cdots l(q)}\left(x_{1}^{\prime} \cdots x_{q}^{\prime}\right)\right]^{-1} q \geq n$,

$$
\begin{equation*}
=0, \quad q<n . \tag{60}
\end{equation*}
$$

Thus, in accordance with formulas (56)-(59) the expansion for $\rho^{(n)}\left(\mathbf{r}_{1} \cdots \mathbf{r}_{n}\right)$ takes the form

$$
\begin{equation*}
\rho^{(n)}\left(\mathbf{r}_{1} \cdots \mathbf{r}_{n}\right)=N \tilde{\mathcal{F}}_{1}^{(n)}+\sum_{p=1}^{N} k C_{N} 3_{k}^{(n)} \tag{61}
\end{equation*}
$$

with

$$
\begin{aligned}
& 3_{1}^{(n)}\left(r_{1}\right)=0, \quad n>1 \text {, } \\
& =\frac{1}{N} \sum_{s_{z_{1}}} \sum_{t_{1}} \sum_{i=1}^{N} \frac{\psi_{i}^{*}\left(\mathbf{r}_{1} s_{z_{1}} t_{z_{1}}\right) \psi_{i}\left(\mathbf{r}_{1} s_{z_{1}} t_{z_{1}}\right)}{\left[\sum_{j=1}^{N} \frac{1}{N} \int d x \psi_{j}^{*}(x) \psi_{j}(x)\right]} \\
& \left.-\varphi_{i}^{*}\left(\mathbf{r}_{1} s_{z_{1}} t_{z_{1}}\right) \varphi_{i}\left(\mathbf{r}_{1} s_{z_{1}} t_{z_{1}}\right)\right\}, \quad n=1, \\
& 3_{q}^{(n)}\left(\mathbf{r}_{1} \cdots \mathbf{r}_{n}\right)=0, \quad q<n, \\
& =\sum_{k=n}^{q} \frac{(-1)^{\alpha-k} q!}{k!(q-k)!} \tilde{y}_{k}^{(n)} \\
& =\sum_{k=n}^{q} \frac{(-1)^{a-k} q!}{(q-k)!(k-n)!} \\
& \times \frac{\int \prod_{b=1}^{k} d x_{b}^{\prime} D_{k}\left(x_{1}^{\prime} \cdots x_{k}^{\prime}\right) \prod_{i=1}^{n} \delta\left(\mathbf{r}_{i}-r_{i}^{\prime}\right)}{\int \prod_{b=1}^{k} d x_{b}^{\prime} D_{k}\left(x_{1}^{\prime} \cdots x_{k}^{\prime}\right)}, \\
& q \geq n .
\end{aligned}
$$

In arriving at the last line of (62), we have interchanged the integrations and summations which occur in both the numerator and denominator of the $\mathcal{F}_{k}^{(n)}$ 's and have
defined

$$
\begin{align*}
& D_{k}\left(x_{1}^{\prime} \cdots x_{k}^{\prime}\right) \\
& \quad=\sum_{\langle l(1)} \sum_{l(k)\rangle} \psi_{l(1) \cdots l(k)}^{*}\left(x_{1}^{\prime} \cdots x_{k}^{\prime}\right) \psi_{l(1) \cdots l(k)}\left(x_{1}^{\prime} \cdots x_{k}^{\prime}\right) . \tag{63}
\end{align*}
$$

Some intuitively satisfying features of this new cluster expansion deserve special study. First of all, since

$$
\begin{aligned}
& \int d \mathbf{r}_{1} \cdots d \mathbf{r}_{n} \\
& \times\left\{\frac{\int \prod_{b=1}^{k} d x_{b}^{\prime} D_{k}\left(x_{1}^{\prime} \cdots x_{k}^{\prime}\right) \prod_{i=1}^{n} \delta\left(\mathbf{r}_{i}-\mathbf{r}_{i}^{\prime}\right)}{\int \prod_{b=1}^{k} d x_{b}^{\prime} D_{k}\left(x_{1}^{\prime} \cdots x_{k}^{\prime}\right)}\right\}=1
\end{aligned}
$$

it follows that

$$
k \geq n,
$$

$$
\begin{align*}
& \int d \mathbf{r}_{1} 3_{1}^{(n)}\left(\mathbf{r}_{1}\right)=0, \text { all } n ; \quad \int d \mathbf{r}_{1} \tilde{\mathcal{F}}_{1}^{(n)}\left(\mathbf{r}_{1}\right)=1, \quad n=1 \\
&=0, \quad n>1 \\
& \int d \mathbf{r}_{1} \cdots d \mathbf{r}_{n} 3_{q}^{(n)}\left(\mathbf{r}_{1} \cdots \mathbf{r}_{n}\right) \equiv 0, \quad q<n \tag{65}
\end{align*}
$$

$$
\int d \mathbf{r}_{1} \cdots d \mathbf{r}_{n} 3_{q}^{(n)}\left(\mathbf{r}_{1} \cdots \mathbf{r}_{n}\right)
$$

$$
=\sum_{k=n}^{q} \frac{(-1)^{q-k} q!}{(q-k)!(k-n)!}=n!, \quad q=n, \quad n>1,
$$

$$
=0, \quad q>n
$$

Thus the integral of the first nonvanishing term in the cluster expansion (61) provides the complete normalization, $N!/[(N-n)!]$, of $\rho^{(n)}\left(\mathbf{r}_{1} \cdots \mathbf{r}_{n}\right)$. There are no contributions to the normalization from higher orders. Moreover, to the extent that the ratio

$$
\begin{aligned}
& \mathcal{R}_{k}\left(\mathbf{r}_{1} \cdots \mathbf{r}_{n}\right) \\
& \quad=\frac{\int \prod_{b=1}^{k} d x_{b}^{\prime} D_{k}\left(x_{1}^{\prime} \cdots x_{k}^{\prime}\right) \prod_{i=1}^{n} \delta\left(\mathbf{r}_{i}-\mathbf{r}_{i}^{\prime}\right)}{\int \prod_{b=1}^{k} d x_{b}^{\prime} D_{k}\left(x_{1}^{\prime} \cdots x_{k}^{\prime}\right)}, k \geq n,
\end{aligned}
$$

is independent of $k$, the quantities $3_{q}^{(n)}\left(\mathbf{r}_{1} \cdots \mathbf{r}_{n}\right)$, $q>n$, vanish. For if we assume this ratio is independent of $k$ and denote it by $\overline{\mathcal{R}}\left(\mathbf{r}_{1} \cdots \mathbf{r}_{n}\right)$, we obtain directly from (62) that

$$
\begin{align*}
3_{q}^{(n)}\left(\mathbf{r}_{1} \cdots \mathbf{r}_{n}\right) & =\overline{\mathfrak{R}}\left(\mathbf{r}_{1} \cdots \mathbf{r}_{n}\right) \cdot \sum_{k=n}^{q} \frac{(-1)^{q-k} q!}{(q-k)!(k-n)!} \\
& =n!\overline{\mathcal{R}}\left(\mathbf{r}_{1} \cdots \mathbf{r}_{n}\right), \quad q=n, \\
& =0, \quad q>n . \tag{66}
\end{align*}
$$

Finally, employing two relations from combinatorial
analysis, we are able to perform partial summations of the addends in (61) resulting in a cogent expression for $\rho^{(n)}\left(\mathbf{r}_{1} \cdots \mathbf{r}_{n}\right)$ in terms of the fundamental "invariants," the $\mathcal{F}_{p}$ 's. We need only recall that

$$
\begin{equation*}
\sum_{k=n}^{\mu} \sum_{q=n}^{k} F(q, k)=\sum_{q=n}^{\mu} \sum_{k=q}^{\mu} F(q, k) \tag{67}
\end{equation*}
$$

and

$$
\begin{align*}
\sum_{k=q}^{\mu} \frac{(-1)^{k-q}(N-q)!}{(N-k)!(k-q)!} & =\sum_{j=0}^{\mu-q} \frac{(-1)^{j}(N-q)!}{(N-q-j)!j!} \\
& =\frac{(-1)^{\mu-q}(N-q-1)!}{(N-\mu-1)!(\mu-q)!}, \tag{68}
\end{align*}
$$

in order to obtain for the sum of the first $\mu+1$ ( $\mu \leq N$ ) terms

$$
\begin{align*}
& N \tilde{\gamma}_{1}^{(n)}+\sum_{k=1}^{\mu}{ }_{k} C_{N} 3_{k}^{(n)}\left(\mathbf{r}_{1} \cdots \mathbf{r}_{n}\right) \\
& =N \tilde{\gamma}_{1}^{(n)}+\sum_{k=n}^{\mu} C_{N} 3_{k}^{(n)}\left(\mathbf{r}_{1} \cdots \mathbf{r}_{n}\right), \\
& =\sum_{k=n}^{\mu} \sum_{q=n}^{k} \frac{N!}{k!(N-k)!} \cdot \frac{(-1)^{k-q} k!}{q!(k-q)!} \mathfrak{F}_{q}^{(n)}\left(\mathbf{r}_{1} \cdots \mathbf{r}_{n}\right), \\
& =\sum_{q=n}^{\mu}\left[\sum_{k=q}^{\mu} \frac{(-1)^{k-q} N!}{(N-k)!(k-q)!}\right] \frac{\mathcal{F}_{q}^{(n)}\left(\mathbf{r}_{1} \cdots \mathbf{r}_{n}\right)}{q!} \\
& =\sum_{q=n}^{\mu}\left[\frac{(-1)^{\mu-q} N!(N-q-1)!}{(N-q)!(N-\mu-1)!(\mu-q)!} \frac{\mathcal{F}_{q}^{(n)}\left(\mathbf{r}_{1} \cdots \mathbf{r}_{n}\right)}{q!}\right] . \tag{69}
\end{align*}
$$

This "invariant-factor-cluster" expansion of the $n$-particle spatial distribution function, unlike the corresponding AHT expansion generated via (46), (47), is applicable to finite as well as to infinite manyfermion systems. A reading of the following paper in this series will leave no doubt that, order by order, the terms by which the two expansions differ become negligible in the limit $N \rightarrow \infty$. Hence, in treating infinitely extended fermion systems, the "invariant-factor-cluster" and the AHT formalisms yield the same spatial distribution functions order by order. However, this statement cannot be made about the spatial integral $\int d \mathbf{r}_{1} \cdots d \mathbf{r}_{n}$ of the two expansions; the AHT expansion does not possess the desirable feature that only its first nonvanishing term contributes to the normalization of $\rho^{(n)}\left(\mathbf{r}_{1} \cdots \mathbf{r}_{n}\right)$.

It might be noted that relations analogous to Eqs. (64)-(69) serve to establish completely analogous features of the FIY expansion for the $n$-particle spatial distribution function. And we might also note, explicitly, that the usual IY expansion for $\rho^{(n)}\left(\mathbf{r}_{1} \cdots \mathbf{r}_{n}\right)$ does not possess the very important feature of the FIY expansion that the only contribution to the normalization comes from the first nonvanishing term. of the expansion.

The AHT expansion for the two-particle spatial distribution function has been studied in detail by Aviles ${ }^{18}$ and by Hartogh and Tolhoek. ${ }^{19}$ A numerical comparison of AHT and IY expansions for $\rho^{(2)}\left(\mathbf{r}_{1}, \mathbf{r}_{\mathbf{2}}\right)$ was carried out by Woo in the framework of the liquid- $\mathrm{He}^{3}$ problem. ${ }^{14}$

We conclude this section with a study of $D_{k}\left(x_{1} \cdots x_{k}\right)$ for the special case that $\Psi$ is given by (12)-(14). Since the correlation function in the corresponding $k$ particle wavefunctions [cf. (27d)] is independent of orbital labels, the structure of $D_{k}\left(x_{1} \cdots x_{k}\right)$ simplifies to

$$
D_{k}\left(x_{1} \cdots x_{k}\right)=\left[\prod_{j=1}^{k} \prod_{\langle u(1) \cdots u(j) \mid 1 \cdots k\rangle} f_{j}^{2}\left(x_{l(1)} \cdots x_{l(j)}\right]\right.
$$

$$
\begin{equation*}
\cdot\left\{\sum_{\langle\ell(1)} \sum_{q(k)\rangle} \Phi_{q(1) \cdots q(k)}^{*}\left(x_{1} \cdots x_{k}\right) \Phi_{q(1) \cdots q(k)}\left(x_{1} \cdots x_{k}\right)\right\} . \tag{70}
\end{equation*}
$$

Explicitly, the independent-particle factor may be written
$\Phi_{q(1) \cdots q(k)}\left(x_{1} \cdots x_{k}\right)=(k!)^{-\frac{1}{2}} \operatorname{det} \Lambda_{q(1)} \cdots q(k)\left(x_{1} \cdots x_{k}\right)$,
where

$$
\begin{equation*}
\left[\Lambda_{q(1)} \cdots q(k)\right]_{i j}=\varphi_{q(i)}\left(x_{j}\right), \quad i, j=1, \cdots k \tag{71}
\end{equation*}
$$

Noting that

Eq. (70) becomes

$$
\begin{align*}
& D_{k}\left(x_{1} \cdots x_{k}\right) \\
&= {\left[\prod_{j=1}^{k} \prod_{\langle l(1)}^{k} \prod_{l(j)|1 \cdots k\rangle} f_{j}^{2}\left(x_{l(1)} \cdots x_{l(j)}\right)\right] } \\
& \cdot\left\{\frac{1}{k!\langle\alpha(1)} \sum_{q(k)\rangle} \operatorname{det} Q_{q(1) \cdots q(k)}\left(x_{1} \cdots x_{k}\right)\right\}, \tag{74}
\end{align*}
$$

the elements of the matrix

$$
\begin{equation*}
Q_{q(1) \cdots q(k)}=\Lambda_{q(1) \cdots q(k)}^{\dagger} \Lambda_{q(1)} \cdots q(k) \tag{75}
\end{equation*}
$$

being just

$$
\begin{equation*}
\left[Q_{\alpha(1) \cdots q(k)]_{i j}}=\sum_{p=1}^{k} \varphi_{\alpha(p)}^{*}\left(x_{i}\right) \varphi_{q(p)}\left(x_{j}\right) .\right. \tag{76}
\end{equation*}
$$

To carry the analysis further, we must address ourselves to the crucial evaluation of the sum of determinants $\sum_{\langle q(1)} \cdots_{q(k)\rangle} \operatorname{det} Q_{q(1)} \cdots_{q(k)}$.

Each element of $Q_{q(1) \cdots q(k)}$ is the sum of the same $k$ functions; the arguments of these functions vary from one element to another and thus serve as the rowcolumn indices. Successive application of a well-known theorem governing the expansion of the determinant of

$$
\begin{align*}
& \Phi_{q(1) \cdots q(k)}^{*}\left(x_{1} \cdots x_{k}\right) \Phi_{q(1) \cdots q(k)}\left(x_{1} \cdots x_{k}\right) \\
& =(1 / k!) \operatorname{det} \Lambda_{q(1) \cdots q(k)}^{*} \cdot \operatorname{det} \Lambda_{q(1)} \cdots q(k) \\
& =(1 / k!) \operatorname{det}\left[\Lambda_{q(1)}^{\dagger} \cdots q(k) \Lambda_{q(1)} \cdots q(k)\right] \text {, } \tag{73}
\end{align*}
$$

a matrix in which each row of the $i$ th column is the sum of two terms allows us to express det $Q_{q(1) \cdots q(k)}$ as the sum of $k^{k}$ determinants:
$\sum_{\langle q(1) \cdots q(k)\rangle} \operatorname{det} Q_{q(1) \cdots q(k)}$

$$
\begin{align*}
& =\sum_{\langle q(1)}\left\{\begin{array}{ccc} 
& \\
\sum_{j(1)=q(1)}^{q(k)} & \cdots & \sum_{j(k)=q(1)}^{q(k)} \\
& \left.\times \left\lvert\, \begin{array}{ccc}
\varphi_{j(1)}^{*}\left(x_{1}\right) \varphi_{j(1)}\left(x_{1}\right) & \cdots & \varphi_{j(k)}^{*}\left(x_{1}\right) \varphi_{j(k)}\left(x_{k}\right) \\
\cdot & \cdots & \cdot \\
\cdot & \cdots & \cdot \\
\cdot & \cdots & \cdot \\
\varphi_{j(1)}^{*}\left(x_{k}\right) \varphi_{j(1)}\left(x_{1}\right) & \cdots & \varphi_{j(k)}^{*}\left(x_{k}\right) \varphi_{j(k)}\left(x_{k}\right)
\end{array}\right.\right)
\end{array}\right\} .
\end{align*}
$$

Notice, however, that any term with $j(i)=j(l), i \neq l$ is zero, for the determinant comprising that addend has two columns proportional. This observation may be repeated as we take into account the sum over the $N!/[(N-k)!k!]$ choices for the orbitals from among $\left\{\varphi_{1}, \cdots, \varphi_{N}\right\}$ with the result that

$$
\begin{gather*}
\sum_{\langle q(1)} \operatorname{det} Q_{q(1)} \cdots q(k) \\
\times\left|\begin{array}{ccc}
\sum_{j(k)\rangle} & \sum_{j(1)=1}^{N} \cdots \sum_{j(k)=1}^{N} \\
\varphi_{j(1)}^{*}\left(x_{1}\right) \varphi_{j(1)}\left(x_{1}\right) & \cdots & \varphi_{j(k)}^{*}\left(x_{1}\right) \varphi_{j(k)}\left(x_{k}\right) \\
\cdot & \cdots & \cdot \\
\cdot & \cdots & \cdot \\
\varphi_{j(1)}^{*}\left(x_{k}\right) \varphi_{j(1)}\left(x_{1}\right) & \cdots & \varphi_{j(k)}^{*}\left(x_{k}\right) \varphi_{j(k)}\left(x_{k}\right)
\end{array}\right| \tag{78}
\end{gather*}
$$

It now behooves us to reverse the procedure by which each det $Q_{q(1) \cdots q(k)}$ was written as the sum of $k^{k}$ determinants and thus express the right-hand side of (78) as a single determinant. In this way we arrive at
$\left.\sum_{\langle q(1)} \cdots q(k)\right\rangle<Q_{q(1) \cdots q(k)}$

$$
=\left|\begin{array}{ccc}
\sum_{i=1}^{N} \varphi_{i}^{*}\left(x_{1}\right) \varphi_{i}\left(x_{1}\right) & \cdots & \sum_{i=1}^{N} \varphi_{i}^{*}\left(x_{1}\right) \varphi_{i}\left(x_{k}\right)  \tag{79}\\
\cdot & \cdots & \cdot \\
\cdot & \cdots & \cdot \\
\cdot & \cdots & \cdot \\
\sum_{i=1}^{N} \varphi_{i}^{*}\left(x_{k}\right) \varphi_{i}\left(x_{1}\right) & \cdots & \sum_{i=1}^{N} \varphi_{i}^{*}\left(x_{k}\right) \varphi_{i}\left(x_{k}\right)
\end{array}\right|
$$

and thus, returning to (74), conclude that
$D_{k}\left(x_{1} \cdots x_{k}\right)$
$=\left[\prod_{j=1\langle l(1)}^{k} \prod_{l(j| | 1 \cdots k\rangle} f_{j}^{2}\left(x_{l(1)} \cdots x_{l(j)}\right)\right] W_{k}\left(x_{1} \cdots x_{k}\right)$,
where

$$
\begin{align*}
& \text { where }  \tag{81}\\
& \qquad W_{k}\left(x_{1} \cdots x_{k}\right)=\frac{1}{k!}\left|\begin{array}{ccc}
\Delta\left(x_{1}, x_{1}\right) & \cdots & \Delta\left(x_{1}, x_{k}\right) \\
\cdot & \cdots & \cdot \\
\cdot & \cdots & \cdot \\
\cdot & \cdots & \cdot \\
\Delta\left(x_{k}, x_{1}\right) & \cdots & \Delta\left(x_{k}, x_{k}\right)
\end{array}\right|  \tag{82}\\
& \text { and } \\
& \Delta\left(x_{i}, x_{j}\right)=\sum_{l=1}^{N} \varphi_{l}^{*}\left(x_{i}\right) \varphi_{l}\left(x_{j}\right)
\end{align*}
$$

Thus the sum of products of determinants (70) has been reduced to a single determinant derived from a matrix whose elements, defined by (82), are easily shown to be invariant under the unitary transformation (38).

## 4. COMPARISON OF THE FOUR CLUSTER FORMALISMS

The factor-cluster formalisms-beside being directly useful for practical computation-provide a crutch for the extension of the IY and AHT formalisms to finite systems. In previous derivations, terms down from the leading terms in $G_{\text {IY }}$ and $\mathscr{G}_{\text {AHT }}$ by $O(1 / N)$ have not been tracked down. These terms may now be generated as follows (we outline the procedure for the IY case): The final equations in (33) and (48) along with (34) and (36) imply that we must have, for all $N$,

$$
\begin{equation*}
G_{\mathrm{IY}}=\sum_{n=1\langle j(1)}^{N} \sum_{j(n)\rangle} \ln Y_{j(1)} \cdots j(n) \tag{83}
\end{equation*}
$$

The equations which serve to decompose the

$$
\ln I_{i(1)} \cdots_{i(p)}
$$

in terms of the

$$
\ln Y_{j(1) \cdots j(n)}, \quad\{j(1) \cdots j(n)\} \subset\{i(1) \cdots i(p)\}
$$

are easily inverted (as usual one looks for an expression for $\ln Y_{j(1) \cdots j(n)}$ in terms of the $\ln I_{k(1) \cdots k(q)}$, $\{k(1) \cdots k(q)\} \subset\{j(1) \cdots j(n)\}$, which yields a set of identities). The $I_{k(1) \cdots k(q)}$ are then decomposed in the IY fashion in terms of the $\tilde{I}_{k(l)}, r=1 \cdots q$ and the $x_{l(1)} \cdots l(s),\{l(1) \cdots l(s)\} \subset\{k(1) \cdots k(q)\}$. Upon expanding the logarithms, there results for $G_{I Y}$ an expansion in the IY normalized cluster integrals which is valid for all $N$. Indeed, in this the IY case a linked cluster theorem may be proven: $G_{\text {IY }}$ is the sum of all distinct $x \ldots$ 's and, with appropriate coefficients, all possible linked products of these cluster integrals. Corresponding to (83) we have, in the AHT case,

$$
\begin{equation*}
\mathcal{G}_{\mathrm{AHT}}=\sum_{n=1}^{N}{ }_{n} C_{N} \ln \mathcal{Y}_{n} \tag{84}
\end{equation*}
$$

and everything goes through in precisely the same way except that there is no question of a linked cluster
theorem here since linked product is undefined in this formalism. It will be our task in the following paper to carry out the program sketched in this paragraph; in particular we prove the linked cluster theorem for the IY expansion and contrive a rule for determining the aforementioned appropriate coefficients.
So, finally, one has four cluster expansions for $\langle\boldsymbol{S}\rangle$, all valid for finite $N$ as well as in the many-body limit. The "invariant" expansions (AHT and FAHT) clearly differ from the "noninvariant" expansions (IY and FIY) order by order as well as term by term. IY and FIY expansions, and on the other hand AHT and FAHT expansions, coincide order by order but not, of course, term by term.
The question naturally arises: Which is the best of these four formalisms to use in a given calculation? Assuredly, the answer to this question will depend on the details of the problem at hand. Nevertheless, some very general observations can be made, based on the fact that the IY (AHT) expansion for $\langle S\rangle$ may be derived from the FIY (FAHT) expansion by employing the procedure just described. As a result of the logarithmic expansions, there are, "in general" (i.e., there exist special exceptions as we see in a moment), an infinite number of nonnegligible terms in each order of the IY and AHT expansions, even for finite $N$. On the other hand, the factorized expansions are characterized by a finite number of terms in each order, therefore a finite number of terms for finite $N$. (In fact there is just one term of each order in the FIY case as well as in the FAHT case if we obey our convention and regard each summand of $\sum_{n=1}^{N}$ as a single term.) Surely the only effect of the extra expansions involved in the transition FIY $\rightarrow$ IY or FAHT $\rightarrow$ AHT is to lessen the rate of convergence of IY relative to FIY, AHT relative to FAHT. Clearly the order-by-order identity of IY and FIY (AHT and FAHT) expansions is of no practical significance if a given order in the IY (AHT) expansion contains an infinite number of terms.
For finite systems we may remove the qualification "in general" of the preceding paragraph. We expect a preference of FIY over IY, FAHT over AHT. But there is as yet no numerical evidence favoring one expansion over any of the others, even in a single particular case, since there has only been one clustermethod calculation on a finite system, that one using the IY procedure in the approximate evaluation of $\langle H\rangle$ for the $\mathrm{O}^{16}$ nucleus assuming a Jastrow trial wavefunction. ${ }^{25,26}$

[^119]Let us now consider extended systems with short range forces. We keep $N$ finite but suppose it to be large enough that contributions $O\left(N^{0}\right)$ may be discarded compared with contributions $O(N)$. Then only a finite number of terms survive in a given order of the AHT expansion. Consequently the order-by-order identity of AHT and FAHT does, in this case, have practical significance. On the other hand the IY expansion does not necessarily so collapse. Let there exist for the observable $S$ in question an irreducible resolution (18)-(19) such that, for some $q, S(1 \cdots q)$ is negligible for all configurations except those in which particles $j(1) \cdots j(p),\{j(1) \cdots j(p)\} \subset\{1 \cdots q\}$, are within a volume $O(1 / N) \Omega$, and is not identically zero. (The Hamiltonian $H$ fits this requirement; the operator $\mathbf{P}^{(n)}\left(\mathbf{r}_{1} \cdots \mathbf{r}_{n} ; \mathbf{r}_{1}^{\prime} \cdots \mathbf{r}_{N}^{\prime}\right)$ whose expectation value yields the $n$-particle spatial distribution function does not.) If nonlocalized orbitals (with plane-wave spatial factors) are used, then all except a finite number of terms disappear from each order of the IY expansion. But if localized orbitals are used, there is no such simplification and there are still an infinite number of terms in each order. Proof of these statements rests upon the detailed results of the next paper; however, their plausibility may be enhanced at this point by a consideration of the following two terms-typical addends of the infinite sequences in question-contributing respectively to $\left.(d / d \alpha) G_{I Y}\right|_{\alpha=0}$ and $\left.(d / d \alpha) \mathscr{G}_{\mathrm{AHT}}\right|_{\alpha=0}$ :

$$
\begin{gathered}
\left.\frac{d}{d \alpha} \sum_{i<j} x_{i j}^{2}\right|_{\alpha=0}, \\
\left.\frac{d}{d \alpha} \frac{1}{2} N(N-1) x_{2}^{2}\right|_{\alpha=0}
\end{gathered}
$$

Thus in practical $n$-body cluster calculations of $\langle H\rangle$ for extended systems with short-range forces, it makes no difference whether we use the AHT or the FAHT expansion. For quantum liquids there will be no difference in practical IY and FIY calculations of this nature. For quantum solids there will be; indeed the numerical work of Nosanow and his collaborators ${ }^{27}$ has revealed the expected superiority of the FIY formalism over the IY formalism in a variational calculation of the cohesive energy of solid $\mathrm{He}^{3}$ through three-body clusters assuming a Jastrow trial wavefunction.
There exists one last piece of information bearing on the comparison of the four formalisms in practical application. Through third order, IY and AHT results for the two-particle spatial distribution function in

[^120]liquid $\mathrm{He}^{3}$ assuming a Bose correlation factor are hardly distinguishable. ${ }^{14,23}$

## ACKNOWLEDGMENTS

It is a pleasure to acknowledge the helpful discussions we had with Professor E. Feenberg. One of the authors (J. W. C.) would like to thank Professor Aage Bohr for extending to him the hospitality of the Niels Bohr Institute, where part of this work was carried out. The other author (P. W.) gratefully acknowledges
the assistance of the Theoretical Chemistry Institute where much of this work was done.

## APPENDIX

The approximate evaluation of expectation values via the cluster expansion techniques of this paper may be carried through with any wavefunction once a method of defining the $n$-particle wavefunctions has been proposed. Among the possibilities considered in Sec. 1 is the exact $N$-particle wavefunction $\Psi_{m}$, written in the manner of Sinanoglu:

$$
\begin{align*}
& \Psi_{\mathrm{m}}=\mathcal{A}(N)\left[\prod_{i=1}^{N} \varphi_{m_{i}}\left(x_{i}\right)+\sum_{\nu} \prod_{i \neq p} \varphi_{m_{i}}\left(x_{i}\right) U_{m_{p}}^{\mathrm{m}}\left(x_{p}\right)+(2!)^{-\frac{1}{2}} \sum_{p<q} \prod_{i \neq p, q} \varphi_{m_{i}}\left(x_{i}\right) U_{m_{p} m_{q}}^{\mathrm{m}}\left(x_{p} x_{q}\right)\right. \\
&\left.+\cdots+(N!)^{-\frac{1}{2}} U_{m_{1}}^{\mathrm{m}} \cdots m_{N}\left(x_{1} \cdots x_{N}\right)\right] \tag{A1}
\end{align*}
$$

This Appendix is devoted to an examination of Sinanoglu's expression for $\Psi_{m}$ with the intention of illuminating its structure and that of the corresponding $n$-particle wavefunctions.

We note that in the language of a configuration interaction (CI) treatment,

$$
\begin{equation*}
U_{m_{f(1)}}^{\mathrm{m}} \cdots m_{j(6)}\left(x_{1} \cdots x_{q}\right)=\sum_{\kappa_{1}<\cdots \kappa_{q} \notin \mathrm{~m}} C_{m_{N}} \cdots \kappa_{q} \cdots \kappa_{1} \cdots m_{1} ; m_{1} \cdots m_{N} \mathcal{A}(q)\left[\varphi_{\kappa_{1}}\left(x_{1}\right) \cdots \varphi_{\kappa_{q}}\left(x_{q}\right)\right], \tag{A2}
\end{equation*}
$$

where in practice the coefficients must be determined by a perturbative or variational procedure, but are formally given by

$$
\begin{align*}
C_{m_{N}} \cdots \kappa_{q} \cdots \kappa_{1} \cdots m_{1} ; m_{1} & \cdots m_{j(1)} \cdots m_{j(q)} \cdots m_{N} \\
& =\int \prod_{b=1}^{N} d x_{b}^{\prime}\left\{\mathcal{A}(N)\left[\varphi_{m_{1}}\left(x_{1}^{\prime}\right) \cdots \varphi_{\kappa_{1}}\left(x_{j(1)}^{\prime}\right) \cdots \varphi_{\kappa_{q}}\left(x_{j(q)}^{\prime}\right) \cdots \varphi_{m_{N}}\left(x_{N}^{\prime}\right)\right]\right\}^{*} \Psi_{\mathrm{m}}^{\prime}\left(x_{1}^{\prime} \cdots x_{N}^{\prime}\right) . \tag{A3}
\end{align*}
$$

In (A2) the sum is over all combinations of $q$ orbitals excluded from the set $\left\{m_{1} \cdots m_{N}\right\}$. The expression for the correlation function $U_{m_{j(1)}}^{m} \ldots$ mi(q) may be recast into a compact, but revealing, form. Upon inserting (A3) into (A2) and interchanging the sums and integrations which occur, we find that $U_{m_{(1)} \ldots m(0)}^{m}$ may be

$$
\begin{align*}
& \text { written } \\
& U_{m_{j(1)}}^{\mathrm{m}} \cdots m_{m_{(\alpha)}}=(N!q!)^{-\frac{1}{2}} \int_{\prod_{b=1}}^{N} d x_{b}^{\prime} \sum_{\kappa_{1}<} \sum_{<\kappa_{q} \neq m}\left|\begin{array}{cccccc}
\varphi_{m_{1}}^{*}\left(x_{1}^{\prime}\right) & \cdots & \varphi_{\kappa_{1}}^{*}\left(x_{1}^{\prime}\right) & \cdots & \varphi_{\kappa_{q}}^{*}\left(x_{1}^{\prime}\right) & \cdots \\
\cdot & & \varphi_{m_{N}}^{*}\left(x_{1}^{\prime}\right) \\
\cdot & & \cdot & & \cdot & \\
\cdot & & \cdot & & \cdot \\
\cdot \\
\varphi_{m_{1}}^{*}\left(x_{N}^{\prime}\right) & \cdots & \varphi_{\kappa_{1}}^{*}\left(x_{N}^{\prime}\right) & \cdots & \varphi_{\kappa_{q}}^{*}\left(x_{N}^{\prime}\right) & \cdots \\
\cdot & \varphi_{m_{N}}^{*}\left(x_{N}^{\prime}\right)
\end{array}\right| \\
& \left|\begin{array}{cccccccc}
1 & 0 & \cdots & 0 & \cdots & 0 & \cdots & 0 \\
0 & 1 & & & & & & \\
& & \cdot & \cdot & & \cdot & & \cdot \\
& & \cdot & \cdot & & \cdot & & \cdot \\
& & \cdot & \cdot & & \cdot & & \cdot \\
\cdot & & & \varphi_{\kappa_{1}}\left(x_{1}\right) & \cdots & \varphi_{\kappa_{1}}\left(x_{q}\right) & & \cdot \\
\cdot & & & \cdot & & \cdot & & \cdot \\
\cdot & & & \cdot & & \cdot & & \cdot \\
\cdot & & & \cdot & & \cdot & & \cdot \\
\cdot & & & \varphi_{\kappa_{q}}\left(x_{1}\right) & \cdots & \varphi_{\kappa_{q}}\left(x_{q}\right) & & \\
\cdot & & & \cdot & & \cdot & 1 & \\
0 & & \cdot & & \cdot & & \cdot & 0 \\
\cdot & & \cdot & & \cdot & & \cdot & \cdot \\
\cdot & & \cdot & & \cdot & & \cdot & \cdot \\
\cdot & & \cdot & & \cdot & & \cdot \\
0 & \cdots & 0 & \cdots & 0 & \cdots & 1
\end{array}\right| \Psi_{m}\left(x_{1}^{\prime} \cdots x_{N}^{\prime}\right) . \tag{A4}
\end{align*}
$$

The integrand may be simplified according to the following scheme: For a given set of $q$ orbital labels $\kappa_{1} \cdots \kappa_{q}$ the product of two determinants found in (A4) can be written as a single determinant,

$$
\operatorname{det} \Theta_{\left.m_{j(1)}\right) \cdots m_{j}(4)}^{\kappa_{1} \cdots \kappa_{q}}=\left|\begin{array}{cccccc}
\varphi_{m_{1}}^{*}\left(x_{1}^{\prime}\right) & \cdots & \sum_{i=1}^{q} \varphi_{\kappa_{i}}^{*}\left(x_{1}^{\prime}\right) \varphi_{\kappa_{i}}\left(x_{1}\right) & \cdots & \sum_{i=1}^{q} \varphi_{\kappa_{i}}^{*}\left(x_{1}^{\prime}\right) \varphi_{\kappa_{i}}\left(x_{q}\right) & \cdots \\
\cdot & \cdot & \varphi_{m_{N}}^{*}\left(x_{1}^{\prime}\right) \\
\cdot & \cdot & \cdot & & \cdot & \\
\cdot & & \cdot & & \cdot \\
\varphi_{m_{1}}^{*}\left(x_{N}^{\prime}\right) & \cdots & \sum_{i=1}^{q} \varphi_{\kappa_{i}}^{*}\left(x_{N}^{\prime}\right) \varphi_{\kappa_{i}}\left(x_{1}\right) & \cdots & \sum_{i=1}^{q} \varphi_{k_{i}}^{*}\left(x_{N}^{\prime}\right) \varphi_{\kappa_{i}}\left(x_{q}\right) & \cdots \\
\varphi_{m_{N}}\left(x_{N}^{\prime}\right)
\end{array}\right| \text {, }
$$

that is, a determinant in which the $s$ th row of the $t$ th column-occupied in $\Phi_{\mathrm{m}}^{*}\left(x_{1}^{\prime} \cdots x_{N}^{\prime}\right)$ by $\varphi_{m t}^{*}\left(x_{s}^{\prime}\right)$-is now given by

$$
\left[\Theta_{m_{j(1)}}^{\kappa_{1} \cdots \kappa_{q}, m_{j(q)}}\right]_{s t}=\begin{array}{lll}
\sum_{i=1}^{Q} \varphi_{\kappa_{i}}^{*}\left(x_{s}^{\prime}\right) \varphi_{\kappa_{i}}\left(x_{t}\right), & \text { if } & t=j(l),  \tag{A5}\\
\varphi_{m_{t}}^{*}\left(x_{s}^{\prime}\right), & \text { if } & t \notin\{j(l) \in\{j(1) \cdots j(q)\} .
\end{array}
$$

Moreover, by a procedure like that which leads from (73) to (79), the sum of such determinants may be reduced to a single determinant so that

Each of the sums appearing in (A6) is over all orbital labels $\kappa \notin\left\{m_{1} \cdots m_{N}\right\}$. Since the single-particle states form an orthonormal basis in the one-particle Hilbert space, we can write

$$
\begin{equation*}
\sum_{\kappa \neq \mathrm{m}} \varphi_{\kappa}^{*}\left(x^{\prime}\right) \varphi_{\kappa}(x)=\delta\left(x^{\prime}, x\right)-\sum_{i=1}^{N} \varphi_{m_{i}}^{*}\left(x^{\prime}\right) \varphi_{m_{i}}(x) . \tag{A7}
\end{equation*}
$$

Upon substituting this expression into (A6) we discover that, in addition to $\delta\left(x^{\prime}, x\right)$, only the terms involving $\varphi_{m_{1}}^{*}\left(x^{\prime}\right) \varphi_{m_{l}}(x)$ with $l \in\{j(1), \cdots j(q)\}$ give rise to nonvanishing contributions when the resulting determinant is expanded. Thus, we define

$$
\begin{equation*}
\mathcal{D}_{m_{j(1)}} \cdots_{m_{s(2)}}\left(x_{s}, x_{t}\right)=\delta\left(x_{s}, x_{t}\right)-\sum_{i=1}^{q} \varphi_{m_{f i}}^{*}\left(x_{s}\right) \varphi_{m_{j(i)}}\left(x_{t}\right) \tag{A8}
\end{equation*}
$$

and arrive at the result

$$
\begin{aligned}
& U_{m_{\{1}, \cdots m \xi_{(9)}}^{m}\left(x_{1} \cdots x_{q}\right)
\end{aligned}
$$

$$
\begin{align*}
& \times \Psi_{\mathrm{m}}\left(x_{1}^{\prime} \cdots x_{N}^{\prime}\right) \\
& =\sqrt{\frac{N!}{q!}} \int \prod_{b=1}^{N} d x_{b}^{\prime}\left[\varphi_{m_{1}}^{*}\left(x_{1}^{\prime}\right) \cdots \mathfrak{D}_{m_{j(1)} \cdots m_{j(q)}}\left(x_{j(1)}^{\prime}, x_{1}\right) \cdots \mathfrak{D}_{m_{j(1)} \cdots m_{j(Q)}}\left(x_{j(q)}^{\prime}, x_{Q}\right) \cdots \varphi_{m_{N}}\left(x_{N}^{\prime}\right) \Psi_{\mathrm{m}}\left(x_{1}^{\prime} \cdots x_{N}^{\prime}\right) .\right. \tag{A9}
\end{align*}
$$

The second expression, in which the determinant has been replaced by a simple product, is obtained by recognizing that $\Psi_{\mathrm{m}}\left(x_{1}^{\prime} \cdots x_{N}^{\prime}\right)$ must be antisymmetric under the interchange of any two particle labels.

Although we have assumed $\Psi_{\mathrm{m}}\left(x_{1}^{\prime} \cdots x_{N}^{\prime}\right)$ to be the exact $N$-particle wavefunction, the above derivation of (A9) may be bypassed and this formula viewed as a
starting point for the analysis of trial wavefunctions. ${ }^{5}$ Thus given a trial wavefunction $\Psi_{m}\left(x_{1}^{\prime} \cdots x_{N}^{\prime}\right)$ (which may or may not turn out to be the sought-for eigenfunction) the corresponding correlation functions $\tilde{U}_{m_{j(1)}}^{\mathrm{m}} \cdots m_{j_{(q)}}$ from which to construct the " $n$-particle wavefunctions" may be found via (A9). If, as in accordance with (27b), we define

$$
\begin{aligned}
\tilde{\psi}_{m_{j(1)}} \cdots m_{j(n)}\left(x_{1} \cdots x_{n}\right)= & \left(\frac{n!}{N!}\right)^{\frac{1}{2}} \mathcal{A}(n)\left[\prod_{i=1}^{n} \varphi_{m_{j(i)}}\left(x_{i}\right)+\sum_{p} \prod_{i=1, i \neq p}^{n} \varphi_{m_{j(i)}}\left(x_{i}\right) \tilde{U}_{m_{j(i)}}^{m}\left(x_{p}\right)\right. \\
& \left.+(2!)^{-t} \sum_{p<q} \prod_{i \neq p, q}^{n} \varphi_{m_{j(i)}}\left(x_{i}\right) \tilde{U}_{m_{j(p)} m_{j(q)}}^{m}\left(x_{p}, x_{q}\right)+\cdots+(n!)^{-\frac{1}{2}} U_{m_{j(1)} \cdots m_{\{(n)}}^{m}\left(x_{1} \cdots x_{n}\right)\right],
\end{aligned}
$$

then the insertion of (A9) for the ${\tilde{U_{m}}{ }_{m_{(1)}}^{\mathrm{m}} \cdots m_{(叉))}}^{\text {yields the very natural expression }}$

$$
\begin{equation*}
\hat{\psi}_{m_{j(1)}} \cdots m_{j(n)}\left(x_{1} \cdots x_{n}\right)=\int \prod_{b=1}^{N} d x_{b}^{\prime}\left[\prod_{i=1}^{n} \delta\left(x_{j(i)}^{\prime}, x_{i}\right) \prod_{p \notin\{j(1)}^{N} \prod_{j=1}^{N(n)\}}{ }_{p}^{m_{p}}\left(x_{p}^{\prime}\right)\right] \tilde{\Psi}_{m}\left(x_{1}^{\prime} \cdots x_{N}^{\prime}\right) \tag{A10}
\end{equation*}
$$

We have developed an explicit means of constructing the $n$-particle wavefunction from a given form for $\tilde{\Psi}_{\mathrm{m}}\left(x_{1} \cdots x_{N}\right)$. Certainly our prescription is not unique. Indeed, since completely summing any cluster expansion for $\langle S\rangle$ leaves a final expression involving only the $N$-body wavefunction $\Psi_{\mathrm{m}}\left(x_{1} \ldots x_{N}\right)$, we must admit that from a formal standpoint $\psi_{m_{j(1)}} \ldots m_{j_{(n)}}$ (with $n<N$ ) may be defined quite arbitrarily. Nevertheless, we anticipate that the method outlined here, resulting in the intuitively natural form for $\tilde{\psi}_{m_{j_{(1)}} \cdots m_{j(n)}}$ as evidenced in (A10), will prove most advantageous. Moreover, when the problem at hand allows the particles to be divided into subgroups such that the
members of one subgroup are only weakly correlated with those of another, $\tilde{\psi}_{m_{311}} \cdots m_{m_{(n)}}\left(x_{1} \cdots x_{n}\right)$ as defined by (A10) approximates the probability amplitude ${ }^{28}$ for such a subgroup of $n$ particles, these particles occupying orbitals $\varphi_{m_{j_{1(1)}}} \cdots \varphi_{m_{3(n)}}$ in the independent-particle picture. Finally, we observe that the $n$-particle wavefunctions defined in (27c) and (27d) are not equivalent to the function (A10) but involve the further step of replacing some of the correlation functions within the integrand of (A10) by unity.
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#### Abstract

The "factor-cluster" formalisms introduced in the preceding paper are used as a tool for a further development of the cluster theories proposed by Iwamoto and Yamada and by Aviles, Hartogh, and Tolhoek. The primitive decomposition characterizing each of the older formalisms is rearranged into the exponential of a series with a uniform $N$ dependence in the limit of large $N$. In addition a "linked cluster" theorem is proven for the series comprising the exponent in the Iwamoto-Yamada formalism. Our derivations, unlike those of earlier authors, are valid for all $N$.


## I. INTRODUCTION

In the first paper ${ }^{1}$ (hereafter referred to as I) of this series, we reviewed the structure of correlated wavefunctions and discussed cluster expansion techniques, similar to those employed in statistical mechanics, as a means for the evaluation of expectation values with respect to such wavefunctions. In particular, two radically different, "factorized" cluster expansions were introduced to supplant the more familiar cluster developments of Iwamoto and Yamada ${ }^{2}$ (IY) and of Aviles, ${ }^{3}$ and Hartogh and Tolhoek ${ }^{4}$ (AHT).

As presented in the literature, the final expansions of the IY and AHT cluster formalisms are suitable for use only in the many-body limit ( $N$, the number of particles, and $\Omega$, the volume of the system, approach infinity, while the density $\rho=N / \Omega$ is held constant). Using the notation of $I$, the generalized normalization integral (the generating function for the expectation value) is given in the IY formalism by

$$
\begin{equation*}
I(\alpha)=\left[\prod_{i=1}^{N} \tilde{I}_{i}(\alpha)\right] \cdot B_{12} \cdots_{N}(\alpha) \tag{1}
\end{equation*}
$$

where $B_{12} \cdots N$ has the decomposition, or primitive

[^122]expansion,
\[

$$
\begin{align*}
& B_{12} \ldots N=1 \\
& \quad+\sum_{n=1}^{N} \sum_{\langle j(1) \ldots j(n)\rangle} \sum_{l=1}^{n} \sum_{\substack{\text { all partitons } \\
\text { of j(1) } \ldots j(n) \\
\text { among } n-l+1 \\
\text { factors }}} x \ldots x \ldots \cdots x \ldots \tag{2}
\end{align*}
$$
\]

in terms of the normalized cluster integrals $x_{j(p)} \cdots{ }_{j(q)}$, and in the AHT formalism by

$$
\begin{equation*}
I(\alpha)=\left(\tilde{\mathfrak{I}}_{1}(\alpha)\right)^{N} \mathfrak{B}_{N}(\alpha) \tag{3}
\end{equation*}
$$

where $\mathfrak{B}_{N}$ has the decomposition or primitive expansion

$$
\begin{equation*}
\mathcal{B}_{N}=1+\sum_{n=1}^{N} n_{n} C_{\substack{\text { all partitions } \\
\text { such that } \\
\sum_{\begin{subarray}{c}{n \\
b=1} }} \sum_{b=n}}\end{subarray}} \frac{n!X_{1_{1}}^{v_{1}} \cdots x_{b}^{v_{b}} \cdots \mathfrak{X}_{n}^{v_{n}}}{\prod_{b=1}^{n}(b!)^{v_{b}} v_{b}!} \tag{4}
\end{equation*}
$$

in terms of the "invariant" normalized cluster integrals $\mathscr{X}_{b}$. Successive truncation of the above series for $B_{12} \cdots N$ and $\mathcal{B}_{N}$ yields approximants possessing nonuniform $N$ dependence; rearrangements of Eqs. (2) and (4) are necessary before useful approximations of the expectation value of the general operator $S$ can be achieved. The formula which generates

$$
\begin{align*}
&\langle S\rangle=\left.\frac{d}{d \alpha} \ln I(\alpha)\right|_{\alpha=0} \\
&=\left.\left\{\sum_{i=1}^{N} \frac{d}{d \alpha} \ln \tilde{I}_{i}(\alpha)+\frac{d}{d \alpha} \ln B_{12} \ldots N\right\}\right|_{\alpha=0} \\
&=\left.\left\{N \frac{d}{d \alpha} \ln \tilde{J}_{1}(\alpha)+\frac{d}{d \alpha} \ln \mathscr{B}_{N}\right\}\right|_{\alpha=0} \tag{5}
\end{align*}
$$

suggests that we try to express $B_{12} \cdots_{N}$ and $\Re_{N}$ in the form

$$
\begin{equation*}
B_{12} \cdots N=\exp G_{\mathrm{IY}} \tag{6}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathfrak{B}_{N}=\exp \mathfrak{G}_{\mathrm{AHT}} \tag{7}
\end{equation*}
$$

Since previous methods ${ }^{2-5}$ for deriving $G_{I X}$ and $\mathscr{G}_{\text {AHT }}$ are limited to the case in which $N \rightarrow \infty$, it has, in general, been impossible to apply the IY and AHT formalisms to problems in which $N$ is reasonably small.

In this paper we exploit the relationships between the "factorized" cluster formalisms developed in Iwhich are immediately useful for all $N$-and the more traditional IY and AHT formalisms, using the former as crutches to extend the latter to finite systems. This goal is obtained in Sec. II, where expressions for $G_{\text {IY }}$ and $\mathscr{G}_{\triangle H T}$ which are valid for all $N$ are generated. In Sec. III we focus our attention on the IY expansion, showing that $G_{\text {IY }}$ is the sum of "linked products" of the IY normalized cluster integrals.

## II. DERIVATION OF $G_{\text {IY }}$ AND $\boldsymbol{G}_{\text {AHT }}$

The essential identity of the derivations of $G_{I \mathrm{IY}}$ and $\mathfrak{G}_{\text {AHT }}$ through the intermediacy of the two factorized cluster formalisms allows us to present them simultaneously. The explicit definitions of the subnormalization integrals $I_{j(1) \cdots j(n)}$ and $\tilde{I}_{j(i)}$ or their "unitarily invariant" counterparts $\mathcal{J}_{n}$ and $\tilde{J}_{1}$ are of no consequence in the following manipulations. Indeed, only the relationships of the former with the cluster integrals $x_{j(p)} \ldots j(q)$ and $Y_{j(p) \cdots j(q)}$ and the latter with $X_{p}^{\prime}$ and $y_{p}$ are needed in the forthcoming derivations of $G_{\text {IY }}$ and $\mathcal{G}_{\text {ABT }}$. Let us review these relationships which were established in I. Each $I_{j(1)} \cdots j(n)$ may be written either as

$$
\begin{equation*}
I_{j(1)} \cdots j(n)=\left(\prod_{i=1}^{n} \tilde{I}_{j(i)}\right) B_{j(1) \cdots j(n)} \tag{8a}
\end{equation*}
$$

or

$$
\begin{align*}
I_{j(1) \cdots j(n)} & =\left(\prod_{i=1}^{n} I_{j(i)}\right)\left(\prod_{p=1}^{n} Y_{j(p)}\right) \\
& \times\left(\prod_{1 \leq p<q \leq n} Y_{j(p) j(q)}\right) \cdots Y_{j(1) \cdots j(n)} \tag{8b}
\end{align*}
$$

where, in (8a),

$$
\begin{align*}
& B_{j(1) \cdots j(n)}=1+\sum_{p=1\left\langle\left. l(1) \cdots l(p)\right|_{j(1)} ^{n} \cdots j(n)\right\rangle} \\
& \sum_{\substack{q=1 \\
\text { all partitions of } \\
\text { among } p-q+1 \\
\text { and factors }}} \sum_{l(p)} x_{\ldots} \ldots \ldots . \tag{9}
\end{align*}
$$

Similarly, the "invariant" $J_{n}$ may be decomposed

[^123]either according to the prescription
\[

$$
\begin{equation*}
\mathfrak{J}_{n}=\left(\tilde{( }_{1}\right)^{n} \mathfrak{B}_{n} \tag{10a}
\end{equation*}
$$

\]

or

$$
\begin{equation*}
\mathfrak{J}_{n}=\left(\tilde{J}_{1}\right)^{n} \prod_{k=1}^{n}\left(\mathcal{Y}_{k}\right)^{k} C_{n} \tag{10b}
\end{equation*}
$$

where, in Eq. (10a),

Clearly, Eqs. (1) and (3) are just particular cases of Eqs. (8a) and (10a), respectively, as are

$$
\begin{align*}
I & =I_{12} \cdots N \\
& =\left(\prod_{i=1}^{N} \tilde{I}_{i}\right)\left(\prod_{p=1}^{N} Y_{p}\right)\left(\prod_{1 \leq p<q \leq N} Y_{p q}\right) \cdots Y_{12} \cdots N \tag{12}
\end{align*}
$$

and

$$
\begin{equation*}
I=\mathcal{J}_{N}=\left(\tilde{J}_{1}\right)^{N} \prod_{k=1}^{N}\left(\mathcal{Y}_{k}\right)^{k_{N}} \tag{13}
\end{equation*}
$$

just particular cases of ( 8 b ) and (10b).
From Eqs. (1), (6), and (12) we see that

$$
\begin{align*}
G_{I Y} & =\ln B_{12} \cdots_{N} \\
& =\sum_{p=1}^{N} \ln Y_{p}+\sum_{1 \leq p<u \leq N} \ln Y_{p q}+\cdots+\ln Y_{12} \cdots_{N}, \tag{14}
\end{align*}
$$

while Eqs. (3), (7), and (13) yield

$$
\begin{align*}
\mathfrak{S}_{\mathrm{AHT}} & =\ln \mathfrak{B}_{N} \\
& =\sum_{k=1}^{N}{ }_{k} C_{N} \ln \mathrm{Y}_{k} . \tag{15}
\end{align*}
$$

Our aim is, of course, to express $G_{\text {IY }}$ and $\mathfrak{G}_{\triangle H T}$, respectively, in a series of the $x_{j(1) \ldots j(n)}$ 's and a series of the $X_{n}$ 's. $B_{12 \cdots N}$, and thus $\ln B_{12} \cdots N$, is already known in terms of the normalized cluster integrals via (2). However, it is precisely this series which is unmanageable, and therefore all manipulations within the first line of (14) are questionable. On the other hand, the expansion comprising the second line of (14) appears to be of the intuitively desired form, but it remains to relate the $x_{j(1)} \ldots j(n)$ and the $Y_{k(1)} \cdots k(p)$. Completely analogous considerations apply to (15). Thus, our next task is to express each $Y_{k(1) \cdots k(p)}$ in terms of the $x_{j(1) \cdots j(n)}$ and each $Y_{p}$ in terms of the $X_{n}$.
We begin the attack upon this problem with the observation that equations similar to (14) and (15) hold among all the quantities defined in (8) or (10).

Equating the logarithms of (8a) and (8b), we obtain

$$
\begin{align*}
& \ln B_{j(1) \cdots j(n)}=\sum_{\langle l(1) \mid j(1) \cdots j(n)\rangle} \ln Y_{l(1)} \\
& +\sum_{\langle l(1) l(2) \mid j(1) \cdots j(n)\rangle} \ln Y_{l(1) l(2)}+\cdots+\ln Y_{j(1) \cdots j(n)} \tag{16}
\end{align*}
$$

a similar operation involving (10a) and (10b) yields

$$
\begin{equation*}
\ln \mathfrak{B}_{n}=\sum_{k=1}^{n}{ }_{k} C_{n} \ln Y_{k} \tag{17}
\end{equation*}
$$

The low indexed $B_{j(1) \ldots j(n)}$ and $\mathfrak{B}_{n}$ contain a manageable number of terms even when the total number of particles is large. We shall thus express the $\ln Y_{j(1) \ldots j(p)}$ in (14) and the $\ln Y_{p}$ in Eq. (15) in terms of the $\ln B_{l(1) \cdots z(q)}$ and $\ln \mathfrak{B}_{q}$, respectively, and then, progressing from the low-indexed quantities, finally arrive at useful expressions for $G_{I Y}$ and $\mathcal{G}_{\Delta H T}$ in terms of the $x_{j(1) \cdots j(n)}$ and the $X_{n}$ via Eqs. (9) and (11).

Recalling from I that the $\ln B_{l(1) \cdots l(q)}$ 's are independent, we know there exists a unique inversion of Eq. (16). The correct formula for $\ln Y_{j(1) \cdots j(n)}$ in terms of the $\ln B_{l(1) \cdots u(p)}$, when used to eliminate the ln $Y_{j(1) \cdots j(n)}$ from (16), must yield an identity. This criterion is satisfied by

$$
\begin{align*}
& \ln Y_{j(1) \cdots j(n)} \\
& \quad=\sum_{p=1}^{n}(-1)^{n-p} \sum_{\langle l(1) \cdots l(p)\rangle j(1) \cdots j(n)\rangle} \ln B_{l(1) \cdots l(p)} \tag{18}
\end{align*}
$$

Similarly, we find that

$$
\begin{equation*}
\ln \mathrm{Y}_{n}=\sum_{p=1}^{n}(-1)_{p}^{n-p} C_{n} \ln \mathfrak{B}_{p} \tag{19}
\end{equation*}
$$

Thus, by way of Eqs. (9) and (18) we have expressed $\ln Y_{j(1) \ldots j(n)}$ in terms of the $x$ 's, while Eqs. (11) and (19) yield $\ln Y_{n}$ in terms of the $X$ 's.

We may elucidate the structure of Eqs. (18) and (19) by defining

$$
B_{0}=\mathcal{B}_{0} \equiv 1
$$

$A_{j(1)}^{E} \cdots{ }_{j(n)}$
$\equiv\left\{\prod_{p=1}^{\frac{1}{2} n}\left[\prod_{\langle l(1) \cdots l(2 p) \mid j(1) \cdots j(n)\rangle} B_{l(1) \cdots l(2 p)}\right]\right\} B_{0}$,
even $n$,
$\equiv\left\{\prod_{p=1}^{\frac{1}{2}(n-1)}\left[\prod_{\langle l(1) \cdots l(2 p) \mid j(1) \cdots j(n)\rangle} B_{l(1) \cdots l(2 p)}\right]\right\} B_{0}$,
odd $n$,
$\equiv\left\{\begin{array}{l}\text { product of all the } B \text { 's labeled by an even } \\ \text { number of indices which are subsets of } \\ \{j(1) \cdots j(n)\}\end{array}\right\} B_{0}$
$\equiv 1+R_{j(1) \cdots{ }_{j(n)}}^{E} ;$

$$
\begin{aligned}
& A_{j(1) \cdots j(n)}^{O}, \\
& \quad \equiv\left\{\prod_{p=1}^{\frac{1}{2} n}\left[\prod_{\langle l(1) \cdots l(2 p-1) \mid j(1) \cdots j(n)\rangle} B_{l(1) \cdots l(2 p-1)}\right]\right\}, \\
& \quad \equiv\left\{\prod_{p=1}^{\frac{1}{2}(n+1)}\left[\prod_{\langle l(1) \cdots l(2 p-1) \mid j(1\rangle \cdots j(n)\rangle} B_{l(1) \cdots l(2 p-1)}\right]\right\},
\end{aligned}
$$

odd $n$,
$\equiv\left\{\begin{array}{l}\text { product of all the } B \text { 's labeled by an odd } \\ \text { number of indices which are subsets of } \\ \{j(1) \cdots j(n)\}\end{array}\right\}$

$$
\begin{equation*}
\equiv 1+R_{j(1) \cdots j(n)}^{O} \tag{20a}
\end{equation*}
$$

$\mathfrak{A}_{n}^{E} \equiv\left\{\prod_{p=1}^{\frac{1}{2} n}\left[\mathcal{B}_{2 p}\right]^{2 p C_{n}}\right\} \mathcal{B}_{0}, \quad$ even $n$,

$$
\equiv\left\{\prod_{p=1}^{\frac{1}{2}(n-1)}\left[\mathscr{B}_{2 p}\right]^{2 p C_{n}}\right\} \mathscr{B}_{0}, \quad \text { odd } n
$$

$\equiv\left\{\begin{array}{l}\text { product of all the even-indexed } \\ \mathfrak{B}_{q} \text { 's with } q \leq n\end{array}\right\} \mathscr{B}_{0} \equiv 1+\mathfrak{R}_{n}^{E} ;$
and
$\mathcal{A}_{n}^{O} \equiv\left\{\prod_{p=1}^{\frac{1}{2} n}\left[\mathcal{B}_{2 p-1}\right]^{(2 p-1) C_{n}}\right\}, \quad$ even $n$,
$\equiv\left\{\prod_{p=1}^{\frac{1}{2}(n+1)}\left[\mathfrak{B}_{2 p-1}\right]^{(2 p-1) C n}\right\}, \quad$ odd $n$,
$\equiv\left\{\begin{array}{l}\text { product of all the odd-indexed } \\ \mathcal{B}_{q} \text { 's with } q \leq n\end{array}\right\} \equiv 1+\mathfrak{R}_{n}^{o}$.
Now we can write Eq. (18) as
$\ln Y_{j(1)} \cdots j(n)$
$=(-1)^{n}\left\{\ln A_{j(1) \cdots j(n)}^{E}-{ }^{\prime} \mathrm{n} A_{j(1) \cdots j(n)}^{O}\right\}$,
$=(-1)^{n}\left\{\ln \left(1+R_{j(1) \cdots j(n)}^{E}\right)-\ln \left(1+R_{j(1) \cdots j(n)}^{O}\right)\right\}$
and Eq. (19) as

$$
\begin{align*}
\ln \mathcal{Y}_{n} & =(-1)^{n}\left\{\ln \mathcal{A}_{n}^{E}-\ln \mathcal{A}_{n}^{O}\right\} \\
& =(-1)^{n}\left\{\ln \left(1+\mathcal{R}_{n}^{E}\right)-\ln \left(1+\mathfrak{R}_{n}^{O}\right)\right\} . \tag{22}
\end{align*}
$$

Finally, anticipating that each $x_{j(1)} \cdots_{j(n)}=O(1 / N)$ so that $R_{j(1)}^{E} \cdots j(n)$ and $R_{j(1) \cdots j(n)}^{O}$ are both smaller than 1 [see Eq. (27)], we expand the logarithms appearing in Eq. (21) to find
$\ln Y_{j(1) \cdots j(n)}$
$=(-1)^{n}\left\{\sum_{p=1}^{\infty} \frac{(-1)^{p-1}}{p}\left[\left(R_{j(1)}^{E} \cdots j(n)\right)^{p}-\left(R_{j(1) \cdots j(n)}^{O}\right)^{p}\right]\right\}$.
Factoring each term in square brackets and removing
the common factor, we find

The same manipulations performed on Eq. (22) give
$\ln \mathrm{Y}_{n}=(-1)^{n}\left[\mathcal{R}_{n}^{E}-\mathcal{R}_{n}^{O}\right]$

$$
\begin{equation*}
\times\left\{\sum_{s=0}^{\infty} \sum_{t=0}^{\infty} \frac{(-1)^{s+t}}{(s+t+1)}\left(\mathcal{R}_{n}^{E}\right)^{s}\left(\mathcal{R}_{n}^{o}\right)^{t}\right\} . \tag{24}
\end{equation*}
$$

With the idea that the $R$ 's and $\mathcal{R}$ 's are to be expressed in terms of the normalized cluster integrals, we thus propose for $G_{I Y}$ and $\mathfrak{G}_{\Delta H T}$ the expansions

$$
\begin{aligned}
G_{\mathrm{IY}}= & \sum_{n=1}^{N}(-1)^{n} \sum_{\langle j(1)}\left\{\left[R_{j(n)\rangle}\right\rangle\left[R_{j(1)}^{E} \cdots j(n)-R_{j(1)}^{o} \cdots j(n)\right]\right. \\
& \left.\times \sum_{s=0}^{\infty} \sum_{t=0}^{\infty} \frac{(-1)^{s+t}}{(s+t+1)}\left(R_{j(1) \cdots j(n)}^{E}\right)^{s}\left(R_{j(1) \cdots j(n)}^{o}\right)^{t}\right\} ;
\end{aligned}
$$

$$
\begin{equation*}
\mathcal{G}_{\mathrm{AHT}}=\sum_{n=1}^{N}{ }_{n} C_{N}(-1)^{n}\left\{\left[\mathfrak{R}_{n}^{E}-\mathfrak{R}_{n}^{O}\right]\right. \tag{25}
\end{equation*}
$$

$$
\begin{equation*}
\left.\times \sum_{s=0}^{\infty} \sum_{t=0}^{\infty} \frac{(-1)^{s+t}}{(s+t+1)}\left(\mathcal{R}_{n}^{E}\right)^{s}\left(\mathcal{R}_{n}^{o}\right)^{t}\right\} \tag{26}
\end{equation*}
$$

Truncation of these series at a low value of $n$ is expected to yield valid approximations for the expectation value (5) in terms of the few-body cluster integrals. Moreover, for a given value of $n$, since the $R$ 's and the $\mathfrak{R}$ 's are smaller than 1 , only the first few addends in the double infinite sums need to be kept. Indeed, in the many-body limit only the $s=t=0$ term contributes to the expectation value of the Hamiltonian, the remaining terms being at least an order of magnitude greater in $1 / N$. The expressions previously derived for $G_{\text {IY }}$ and $\mathcal{G}_{\text {AHT }}$ are thus recovered by taking only the $s=t=0$ term for each value of $n$. We conclude this section with the explicit expressions for some of the low-indexed $R$ 's and $\mathfrak{R}$ 's in terms of the corre-

$$
\begin{align*}
& \ln Y_{j(1)} \cdots j(n) \\
& =(-1)^{n}\left\{\left[R_{j(1) \cdots j(n)}^{E}-R_{j(1) \cdots j(n)}^{O}\right]\right. \\
& \left.\times \sum_{r=0}^{\infty} \frac{(-1)^{r}}{(r+1)} \sum_{q=0}^{r}\left(R_{j(1)}^{E} \cdots j(n)\right)^{q}\left(R_{j(1)}^{O} \cdots j(n)\right)^{r-q}\right\}, \\
& =(-1)^{n}\left\{\left[R_{j(1) \cdots j(n)}^{E}-R_{j(1) \cdots j(n)}^{O}\right]\right. \\
& \left.\times \sum_{q=0}^{\infty} \sum_{r=q}^{\infty} \frac{(-1)^{r}}{(r+1)}\left(R_{j(1) \cdots j(n)}^{E}\right)^{q}\left(R_{j(1) \cdots j(n)}^{O}\right)^{r-q}\right\}, \\
& =(-1)^{n}\left[R_{j(1) \cdots j(n)}^{E}-R_{j(1) \cdots j(n)}^{O}\right] \\
& \times\left\{\sum_{s=0}^{\infty} \sum_{t=0}^{\infty} \frac{(-1)^{s+t}}{(s+t+1)}\left(R_{j(1) \cdots j(n)}^{E}\right)^{s}\left(R_{j(1) \cdots j(n)}^{O}\right)^{t}\right\} . \tag{23}
\end{align*}
$$

sponding normalized cluster integrals:

$$
\begin{align*}
R_{j(1)}^{E} & =0, \\
R_{j(1)}^{O} & =x_{j(1)}, \\
R_{j(1) j(2)}^{E} & =x_{j(1)}+x_{j(2)}+x_{j(1)} x_{j(2)}+x_{j(1) j(2)}, \\
R_{j(1) j(2)}^{O} & =x_{j(1)}+x_{j(2)}+x_{j(1)} x_{j(2)}, \\
& \cdot \\
\mathcal{R}_{1}^{E} & =0,  \tag{27}\\
\mathfrak{R}_{1}^{O} & =X_{1}, \\
\Re_{2}^{E} & =X_{1}^{2}+2 X_{1}+X_{2}, \\
\mathcal{R}_{2}^{O} & =X_{1}^{2}+2 X_{1} .
\end{align*}
$$

## III. LINKED CLUSTER EXPANSION OF $G_{\text {IY }}$

To facilitate the proof of the linked character of the addends contributing to the cluster expansion of $G_{\text {IY }}$ we introduce the following definitions. The normalized cluster integrals $x_{j(1) \cdots j(n)}$ will be called elements. The addends comprising the expansion of the $R_{(1)}^{E}$ or the $R_{l(1) \cdots \mu(\nu)}^{O}$ after Eq. (9) has been substituted for the $B$ 's will be called configurations. A configuration is, then, either a single element or the product of two or more elements. (In addition, the expansion of $B_{l(1)} \cdots l(p)$ includes the number 1.) Two elements are said to be linked if they have one or more indices in common. If a configuration of two or more elements can be factored into two proper subsets of elements such that no element of one subset is linked with any element of the other, the configuration is said to be unlinked. If no such factorization is possible, the configuration is said to be linked and will be called a chain. If, on the other extreme, no two elements are linked, the configuration is said to be completely unlinked and will be termed a cell. In certain instances, the terms chain and cell will be applied to configurations of one element. The extension of these terms to apply to a one-element configuration-which, in one sense, is not linked, but in another sense is not un-linked-is made for semantic reasons and should generate no real ambiguities. Finally, two chains are said to be independent if they have no index in common. Therefore, elements belonging to two independent chains must be unlinked.
We now examine the expansion (25) for $G_{\text {IY }}$ in terms of the normalized cluster integrals, with a view to establishing the theorem that it is the sum of all
distinct single elements and, with appropriate numerical coefficients, all possible linked configurations of these elements. Consider a particular $n$ th-order contribution:

$$
\begin{aligned}
& {\left[R_{j(1) \cdots j(n)}^{E}-R_{j(1) \cdots j(n)}^{O}\right]} \\
& \quad \times \sum_{s=0}^{\infty} \sum_{i=0}^{\infty} \frac{(-1)^{s+t}}{(s+t+1)}\left(R_{j(1) \cdots j(n)}^{E}\right)^{s}\left(R_{j(1) \cdots j(n)}^{O}\right)^{t}
\end{aligned}
$$

Our demonstration of the advertised "linked cluster theorem" rests on proving the assertion that the difference $\left[R_{j(1) \cdots j(n)}^{E}-R_{j(1)}^{O} \cdots j(n)\right]$ contains only chains (linked configurations plus $x_{j(1) \cdots j(n)}$ ) having all $n$ indices $j(1) \ldots j(n)$. Clearly, once this statement can be made for the factor $\left[R_{j(1)}^{E} \ldots j(n)-R_{j(1)}^{O} \cdots j(n)\right.$, it also applies to the entire $n$ th-order contribution.

To prove the above assertion, we first note that

$$
\begin{equation*}
R_{j(1) \cdots j(n)}^{E}-R_{j(1) \cdots j(n)}^{O}=A_{j(1) \cdots j(n)}^{E}-A_{j(1) \cdots j(n)}^{O} \tag{28}
\end{equation*}
$$

and then set out to show the equality of the coefficients of a given unlinked configuration or a given chain with less than $n$ indices arising from the product of $B$ 's in $A_{j(1) \ldots j(n)}^{E}$ and in $A_{j(1) \ldots j(n)}^{O}$. Let us define the multiplicity of a chain with respect to an $A_{j(1) \ldots j(n)}^{E}$ or $A_{j(1) \ldots j(n)}^{O}$ as the total number of ways in which that chain may be formed from the $x$ 's in expanding the $B$ 's comprising that $A_{j(1) \ldots j(n)}^{E}$ or $A_{j(1) \ldots j(n)}^{O}$. In addition to the term 1, each $B_{l(1) \ldots l(p)}$ consists of the sum of single elements whose indices form subsets of

$$
\{l(1) \cdots l(p)\}
$$

plus all possible completely unlinked products of these elements. Denoting the number 1 which occurs in $B_{l(1) \cdots l(p)}$ as a "trivial cell" and now extending the notion of "cell" to include one element configurations, we can describe $B_{l(1)} \cdots l_{(p)}$ as the sum of all possible cells which include none, one, two, $\cdots$, all of the $p$ indices $l(1) \cdots l(p)$. With this structure of each $B \ldots$ in mind, we observe that the coefficient of a given configuration (arising in the expansion of either $A_{j(1) \cdots j(n)}^{E}$ or $\left.A_{j(1) \cdots j(n)}^{O}\right)$ is the product of the multiplicities (with respect to either $A_{j(1) \cdots(j) n}^{E}$ or $\left.A_{j(1) \ldots j(n)}^{O}\right)$ of all the independent chains comprising that configuration. Thus to find the coefficient of a given configuration we must first determine the multiplicity of each independent chain which composes it.

Since there are $2^{n-1} B \ldots$ factors in both $A_{j(1) \ldots j(n)}^{E}$ and $A_{j(1) \ldots j(n)}^{O}$, a given chain may be said to arise as the product of $2^{n-1}$ cells (in the most inclusive sense), one from each of the $2^{n-1}$ factors. (Note that the trivial cell-i.e., the factor 1 -must occur at least once in a chain arising from $A_{j(1) \ldots j(n)}^{E}$ since $B_{0}(=1)$ contains only this cell. Thus, there can never be more
than $2^{n-1}-1$ nontrivial cells in the product forming such a chain.) Hence, to find the multiplicity of a given chain with respect to either $A_{j(1) \ldots j(n)}^{E}$ or $A_{j(1) \ldots j(n)}^{O}$, we must first factor it into all possible combinations of cells, determine how many ways the given chain can arise for each such factorization, and then "sum" over all possible factorizations.

Consider some factorization of a given chain into $\nu$ nontrivial cells and $2^{n-1}-v$ factors of 1 , the trivial cell. With columns labeled by the $2^{n-1}$ sets of indices on the $B \ldots$ 's in $A_{j(n) \ldots j(n)}^{E}$ or $A_{j(n) \ldots j(n)}^{O}$ and rows labeled by the indices of the $2^{n-1}$ cells in this particular factorization (the symbol $\phi$ is to be associated with $B_{0}$ and the trivial cell), construct the square matrices $\Omega_{j(1) \ldots j(n)}^{E}$ and $\Omega_{j(1) \ldots j(n)}^{O}$ of order $2^{n-1}$ with elements prescribed by

$$
\begin{align*}
& \omega_{k(1)} \cdots k(p) ; \phi l(1) \cdots l(q) \\
&=1 \text { if }\{k(1) \cdots k(p)\} \subset\{\phi l(1) \cdots l(q)\}, \\
&=0 \text { if }\{k(1) \cdots k(p)\} \nsubseteq\{\phi l(1) \cdots l(q)\} . \tag{29}
\end{align*}
$$

Here, the first set of (unlinked) indices corresponds with those of the cells labeling the rows and the second set with the $B \ldots$ indices labeling the columns; $\phi$ appears in each right-hand set of indices to denote the presence of the trivial cell in every $B \ldots$. It is not difficult to see what this scheme proposes: an element of the matrix so defined is either one or zero according to whether or not the cell corresponding to the set of row indices is to be found in the $B \ldots$ corresponding to the set of column indices. The permanent of the matrix $\Omega_{j(1) \ldots j(n)}$ (i.e., $\Omega_{j(1) \ldots j(n)}^{E}$ or $\Omega_{j(1) \ldots j(n)}^{O}$ ) divided by the factorials of the number of times a specific cell factor appears is the number of ways the given chain arises (in expanding $A_{j(1) \ldots j(n)}^{E}$ or $A_{j(1) \ldots j(n)}^{O}$ ) for this particular factorization. Division by the factorials avoids counting contributions corresponding to permutations of identical cells among themselves.

We next prove that any chain with less than $n$ different indices has the same multiplicity with respect to $A_{j(1) \cdots j(n)}^{E}$ as it does with respect to $A_{j(1) \cdots j(n)}^{O}$.

We already know that there can never be more than $2^{n-1}-1$ nontrivial cells in a factorization of any chain arising from the expansion of $A_{j(1) \cdots j(n)}^{E}$; we now assert that the same is true for any given chain with less than $n$ different indices when it arises from the expansion of $A_{j(1) \cdots j(n)}^{O}$. Indeed, if there were $2^{n-1}$ nontrivial cells in the latter case, then all the oneindexed columns of $\Omega_{j(1) \ldots j(n)}^{O}$ denoted by indices absent from the chain would have zeros in every row. Thus the permanent would vanish, implying that the indicated factorization was, in fact, impossible.

Let us consider a particular factorization of a given chain with less than $n$ indices into $\nu\left(\nu<2^{n-1}\right)$ nontrivial cells and examine the matrices $\Omega_{j(1)}^{E} \ldots j(n)$ and $\Omega_{j(1) \cdots j(n)}^{O}$ which are associated with this particular factorization. There is clearly a one-to-one correspondence between the row indices of $\Omega_{j(1) \ldots j(n)}^{E}$ and those of $\Omega_{j(1) \ldots j(n)}^{O}$ since in both cases they are associated with the (nontrivial and trivial) cells into which the given chain has been factored. It is also possible to establish a one-to-one correspondence between the column indices of $\Omega_{j(1) \ldots j(n)}^{E}$ and the column indices of $\Omega_{j(1) \ldots j(n)}^{O}$ in the following manner: Choose one of the indices, say $j(a)$, which, although a member of the set $\{j(1) \cdots j(n)\}$, is not present on the chain under consideration. For every even-indexed $B \ldots$ factor in $A_{j(1) \cdots j(n)}^{E}$, for instance $B_{l(1) \cdots l(2 f)}$, the set of indices $\{l(1) \cdots l(2 f)\}$ either contains the chosen index $j(a)$ or it does not. If $j(a) \in\{l(1) \cdots l(2 f)\}$, associate with this even-indexed $B_{l(1) \cdots l(2 f)}$ the oddindexed $B \ldots$ in $A_{j(1) \ldots j(n)}^{O}$ with the set of $2 f-1$ indices formed by omitting $j(a)$ from $\{l(1) \cdots l(2 f)\}$. On the other hand, if $j(a) \notin\{l(1) \cdots l(2 f)\}$, then associate with the even-indexed $B_{l(1) \cdots l(2 f)}$ the oddindexed $B \ldots$ with the set of $2 f+1$ indices formed by adding $j(a)$ to the set $\{l(1) \cdots l(2 f)\}$. Once $j(a)$ is chosen, the association between the factors in $A_{j(1) \ldots j(n)}^{E}$ and those in $A_{j(1) \ldots j(n)}^{O}$ is unique, and, hence, so is the correspondence between the column indices of $\Omega_{j(1) \cdots j(n)}^{E}$ and the column indices of $\Omega_{j(1) \ldots j(n)}^{O}$. Now, we may rearrange the columns of $\Omega_{j(1) \ldots j(n)}^{O}$ to form a new matrix $\Omega_{j(1) \ldots j(n)}^{O_{1}^{\prime}}$ whose $k$ th set of column indices ( $k=1,2, \cdots, 2^{n-1}$ ) corresponds with the $k$ th set of column indices of $\Omega_{j(1) \ldots j(n)}^{E}$. Finally, we note that the permanent of $\Omega_{j(1) \ldots j(n)}^{O_{n}^{\prime}}$ is equal to the permanent of $\Omega_{j(1) \ldots j(n)}^{O}$ since the former is obtained from the latter just by column permutation; thus the prescription for enumerating the multiplicity of a given chain with less than $n$ indices is unchanged upon substituting $\Omega_{j(1) \ldots j(n)}^{O^{\prime}}$ for $\Omega_{j(1) \cdots j(n)}^{O}$.

Now we assert that the matrices $\Omega_{j(1) \ldots j(n)}^{E}$ and $\Omega_{j(1) \cdots j(n)}^{O^{\prime}}$ are identical:

$$
\begin{equation*}
\omega_{r(1) \cdots r(s) ; \phi l(1) \cdots l(2 f)}^{E^{\prime}}=\omega_{r(1) \cdots r(s) ; \phi m(1)}^{O^{\prime}} \cdots_{m(2 g-1)}^{\prime} . \tag{30}
\end{equation*}
$$

Here, the even set $\{l(1) \cdots l(2 f)\}$ indexes the $k$ th column of $\Omega_{j(1) \ldots j(n)}^{E}$, while the odd set

$$
\{m(1) \cdots m(2 g-1)\}
$$

indexes the $k$ th column of $\Omega_{j(1) \ldots j(n)}^{O^{\prime}}$. To verify Eq. (30) observe that, since $j(a)$ cannot be a member of the set $\{r(1) \cdots r(s)\}$, if $\{r(1) \cdots r(s)\} \subset\{\phi, l(1) \cdots l(2 f)\}$, then $\{r(1) \cdots r(s)\} \subset\{\phi m(1) \cdots m(2 g-1)\}$; while if $\{r(1) \cdots r(s)\} \notin\{\phi l(1) \cdots l(2 f)\}$, then $\{r(1) \cdots r(s)\} \notin$ $\{\phi m(1) \cdots m(2 g-1)\}$. The prescription for determining the matrix elements $\omega_{\ldots, \ldots}^{E}$ and $\omega_{O^{\prime}}^{O^{\prime}} ;$ coupled with these observations establishes (30) and thereby the identity of $\Omega_{j(1) \cdots j(n)}^{K^{\prime}}$ and $\Omega_{j(1) \cdots j(n)}^{O^{\prime}}$.

We see then, that, with respect to a particular factorization, a given chain with less than $n$ indices arises in the same number of ways from $A_{j(1) \ldots j(n)}^{E}$ as it does from $A_{j(1) \ldots j(n)}^{O}$. Since, of course, all factorizations of such a chain occurring with respect to $A_{j(1)}^{E} \ldots j(n)$ also occur with respect to $A_{j(1) \ldots j(n)}^{O}$ and vice versa, the multiplicity of a chain with less than $n$ different indices is the same with respect to $A_{j(1) \cdots(n)}^{E}$ as it is with respect to $A_{j(1)}^{O} \ldots j(n)$. Finally, recalling that the coefficient of a configuration arising in expanding $A_{j(1) \cdots j(n)}^{E}$ or $A_{j(1) \cdots j(n)}^{O}$ is the product of the multiplicities of the independent chains which compose it, we find that only configurations with all $n$ indices $j(1) \cdots j(n)$ present on a single chain remain upon forming the difference $A_{j(1) \cdots j(n)}^{E}-A_{j(1)}^{O} \cdots{ }_{j(n)}$. All other configurations-i.e., those having less than $n$ indices and those composed of two or more independent chains, each with less than $n$ indices-drop out in forming the difference, since their coefficients, upon arising from either $A_{j(1) \ldots j(n)}^{E}$ or $A_{j(1) \ldots j(n)}^{O}$, are the same.

Thus we have proven that $R_{j(1)}^{E} \cdots j(n)-R_{j(1) \cdots j(n)}^{O}$ is the sum of $x_{j(1) \ldots j(n)}$ and linked configurations with all $n$ indices present on a single chain. Consequently, no unlinked configurations occur in the expansion (25) for $G_{I Y}$.
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#### Abstract

An analytical investigation is presented of the coherent electromagnetic scattering at normal incidence from a quiescent, infinitely long, radially inhomogeneous, collisionless plasma cylinder. The inhomogeneity is characterized by an index of refraction $n=[1-(\alpha / r)]^{\frac{1}{2}}$ such as would result from a line plasma source issuing plasma at a constant flow rate. Exact scattering solutions are obtained for both transverse electric and transverse magnetic polarizations of an incident plane wave. With $k_{0}$ and $a$ representing the free-space wavenumber and cylinder radius, respectively, the partial radial wavefunctions and the scattered field are shown to depend markedly on the two nondimensional parameters $\beta$ and $\eta$, where $\beta=k_{0} a$ and $\eta=k_{0} \alpha$. Numerical calculations of the differential scatering cross section for the TM mode show that forward scattering increases sharply with either increasing $\beta$ or $\eta$ although the increase is most sensitive to variations in $\beta$. The total scattering cross section is also shown to increase monotonically in the same fashion. Finally, it is observed that the scattering efficiency factor asymptotically approaches 2 in the limit as $\beta$ and $\eta$ both approach infinity, which is the same as that obtained for the homogeneous cylinder in the limit as $\beta$ approaches infinity.


## I. INTRODUCTION

It is the intent of this paper to present exactsolutions to the coherent scattering of a normally incident plane electromagnetic wave by an infinitely long, radially inhomogeneous lossless plasma cylinder with a symmetric $1 / r$-dependent particle density distribution. The plasma will be assumed to be quiescent, and density fluctuations about the mean distribution will be taken as unimportant. Two wave polarizations will be considered. The first assumes the electric (E) field to be parallel to the cylinder axis and gives rise to a transverse magnetic (TM) scattering system, while in the second, the magnetic ( $\mathbf{H}$ ) field is paraxial and gives rise to a transverse electric (TE) system. In the TM case, the solutions will prove to be exact and will be expressed as an expansion of partial waves in terms of known transcendental functions, the coefficients of which are the cylindrical analogies of those found by Mie for the homogeneous sphere. Solutions for the TE polarization will also be exact, but the partial waves will be expressed as power series instead of the more familiar functions of the TM expressions. Asymptotic and small argument expressions will be derived, and physical implications will be discussed. Computer calculations for the TM polarizations over a range of parameters will further exhibit the scattering properties.

## II. THE WAVE EQUATIONS

Assuming all fields to be proportional to $e^{-i \omega t}$ and that no conduction currents, free charges or magnetic materials are present, Maxwell's equations can be
written

$$
\begin{align*}
\nabla \times \mathbf{E} & =i \omega \mu_{0} \mathbf{H}  \tag{1a}\\
\nabla \times \mathbf{H} & =-i \omega \epsilon \mathbf{E}  \tag{1b}\\
\boldsymbol{\nabla} \cdot(\mathbf{E}) & =0  \tag{1c}\\
\boldsymbol{\nabla} \cdot \mathbf{H} & =0 \tag{1d}
\end{align*}
$$

Here, $\epsilon=\epsilon_{0} n^{2}(\mathbf{r})$ is a function of position with $n(\mathbf{r})$ being the index of refraction of the propagation medium. Taking the curl of Eq. (1a) and using Eqs. (1b) and (1c) give the following wave equation for $\mathbf{E}$ :

$$
\begin{equation*}
\left(\nabla^{2}+k_{0}^{2} n^{2}\right) \mathbf{E}=-\nabla\left(\mathbf{E} \cdot \nabla n^{2} / n^{2}\right) \tag{2}
\end{equation*}
$$

Taking the curl of Eq. (1b) and using Eqs. (1a) and (ld) results in the following wave equation for $\mathbf{H}$ :

$$
\begin{equation*}
\left(\nabla^{2}+k_{0}^{2} n^{2}\right) \mathbf{H}=-\left(\nabla n^{2} / n^{2}\right) \times(\nabla \times \mathbf{H}), \tag{3}
\end{equation*}
$$

where $k_{0}=\left[\omega^{2} \epsilon_{0} \mu_{0}\right]^{\frac{1}{2}}$ is the free-space wavenumber.
In the present case, the plasma of the cylinder is considered to be both collisionless and free from magnetic fields. Assuming neither the plasma ions nor the neutrals to have a direct effect on propagation, the index of refraction will be chosen so that

$$
\begin{equation*}
n^{2}=1-N e^{2} / \epsilon_{0} m \omega^{2}=1-(\alpha / r), \tag{4}
\end{equation*}
$$

where $N=$ electron number density, $e=$ electron charge, and $m=$ electron mass. Such a spatial dependence results from a line source which symmetrically issues plasma at a constant flow rate. The $1 / r$ dependence will then be a property of $N$. It will be assumed that the plasma cylinder possesses a finite radius $a$ and is illuminated from a great distance by a plane wave traveling in the $\hat{x}$ direction normal to the cylinder axis which is chosen to be the $\hat{z}$ axis as shown


Fig. 1. Schematic diagram of plasma cylinder irradiated at normal incidence by a plane wave polarized in the axial direction.
in Fig. 1. Circular cylindrical coordinates will be used. The plane wave will first be given TM polarization and the electric field expanded into Bessel functions. Solutions will be found for Eq. (2), both inside and outside the cylinder, and tangential field components will be matched on the boundary. A similar procedure will be used with Eq. (3) for the TE polarizations.

## III. TM POLARIZATION

Assume the incident plane wave to be of the form

$$
\begin{equation*}
\mathbf{E}_{z 0}=e^{i\left(k_{0} x-\omega t\right)} \hat{z} \tag{5}
\end{equation*}
$$

Equation (5) can be expanded in a Fourier-Bessel series ${ }^{1}$ giving

$$
\begin{equation*}
\mathbf{E}_{z 0}=\left[J_{0}\left(k_{0} r\right)+2 \sum_{p=1}^{\infty} i^{p} J_{p}\left(k_{0} r\right) \cos p \theta\right] \hat{z} \tag{6}
\end{equation*}
$$

where Eq. (6) follows from spatial symmetry and $e^{-i \omega t}$ has been surpressed.

Since $\mathbf{E}$ is everywhere normal to $\hat{r}, \mathbf{E} \cdot \nabla n^{2}=0$. Thus, Eq. (2) becomes

$$
\begin{equation*}
\left[\nabla^{2}+k_{0}^{2} n^{2}(r)\right] E_{z}=0 \tag{7}
\end{equation*}
$$

where $n=[1-\alpha / r]^{\frac{1}{2}}$ for $r<a$ and $n=1$ for $r>a$. Since there is no $z$ dependence, one assumes that

$$
\begin{equation*}
E_{z}=R(r) \Theta(\theta) \tag{8}
\end{equation*}
$$

Substituting Eq. (8) into Eq. (7) and using the method of separation of variables with requirements of single valuedness and symmetry in $\theta$ yields

$$
\begin{equation*}
E_{z}=\binom{c_{0}}{d_{0}} R_{0}(r)+2 \sum_{p=1}^{\infty}\binom{c_{p}}{d_{p}} i^{p} R_{p}(r) \cos p \theta \tag{9}
\end{equation*}
$$

where the coefficients $c_{p}$ and $d_{v}$ apply for $r<a$ and $r>a$, respectively. The functions $R_{p}(r)$ obey the equation

$$
\begin{equation*}
r^{2} \frac{d^{2} R_{p}}{d r^{2}}+r \frac{d R_{p}}{d r}+\left(k_{0}^{2} r^{2}-k_{0}^{2} \alpha r-p^{2}\right) R_{p}=0 \tag{10}
\end{equation*}
$$

When $r>a, a=0$ and Eq. (10) becomes Bessel's equation. Since a description of scattering is sought, solutions representing outgoing cylindrical waves are

[^124]desired in the outer region. For the phase convention used here, such are provided by Hankel functions of the first kind. Thus, the scattered field can be written
$E_{z s}=d_{0} H_{0}^{(1)}\left(k_{0} r\right)+2 \sum_{p=1}^{\infty} d_{p} i^{p} H_{p}^{(1)}\left(k_{0} r\right) \cos p \theta, \quad r>a$.

To find the radial solutions within the plasma cylinder, Eq. (10) can be transformed by means of the substitutions

$$
\begin{equation*}
R_{p}(r)=r^{-\frac{1}{2}} \Phi_{p}(r) \tag{12}
\end{equation*}
$$

and

$$
\begin{equation*}
r=\left(1 / i 2 k_{0}\right) \xi \tag{13}
\end{equation*}
$$

which results in

$$
\begin{equation*}
4 \xi^{2}\left(d^{2} \Phi_{p} / d \xi^{2}\right)+\left(1-4 p^{2}+2 i k_{0} \alpha \xi-\xi^{2}\right) \Phi_{p}=0 \tag{14}
\end{equation*}
$$

Equation (14) is Whittaker's equation. Choosing only the solution which is regular at the origin yields ${ }^{2}$
$\Phi_{p}(\xi)=($ const $) \xi^{p+\frac{1}{2}} e^{-\frac{1}{2} \xi} M\left(\frac{1}{2}+p-\frac{1}{2} i k_{0} \alpha, 1+2 p, \xi\right)$,
where $M(\gamma, \delta, z)$ is the confluent hypergeometric function defined by
$M(\gamma, \delta, z)=1$

$$
\begin{equation*}
+\sum_{m=1}^{\infty} \frac{\gamma(\gamma+1)(\gamma+2) \cdots(\gamma+m-1)}{\delta(\delta+1)(\delta+2) \cdots(\delta+m-1)} \cdot \frac{z^{m}}{m!} \tag{16}
\end{equation*}
$$

Using Eqs. (12) and (13) and with a particular choice of the constant factor, Eq. (15) becomes
$R_{p}(r)=\left(k_{0} r\right)^{p} e^{-i k_{0} r} M\left(\frac{1}{2}+p-\frac{1}{2} i k_{0} \alpha, 1+2 p, i 2 k_{0} r\right)$.

Using the identity ${ }^{3}$

$$
M\left(p+\frac{1}{2}, 2 p+1,2 i z\right)=\Gamma(p+1) e^{i z}\left(\frac{1}{2} z\right)^{-p} J_{p}(z)
$$

it is seen that when $\alpha=0, R_{p}(r)$ reduces to the Bessel function of the first kind of order $p$, as it must.

Thus, the field inside the plasma cylinder is

$$
\begin{array}{rl}
E_{z i}= & c_{0} e^{-i k_{0} r} M\left(\frac{1}{2}-\frac{1}{2} i k_{0} \alpha, 1, i 2 k_{0} r\right) \\
& +2 e^{-i k_{0} r} \sum_{p=1}^{\infty} c_{p} i^{p}\left(k_{0} r\right)^{p} \\
& \times M\left(\frac{1}{2}+p-\frac{1}{2} i k_{0} \alpha, 1+2 p, i 2 k_{0} r\right) \cos p \theta \\
r & r<a
\end{array}
$$

The fields represented by Eqs. (6), (11), and (18) must obey boundary conditions for tangential fields

[^125]at the cylindrical plasma surface. Thus at $r=a$,
\[

$$
\begin{align*}
J_{p}(\beta)+d_{p} H_{p}^{(1)}(\beta) & =c_{p} R_{p}(\beta),  \tag{19}\\
\left(\frac{d J_{p}\left(k_{0} r\right)}{d\left(k_{0} r\right)}\right)_{\beta}+d_{p}\left(\frac{d H_{p}^{(1)}\left(k_{0} r\right)}{d\left(k_{0} r\right)}\right)_{\beta} & =c_{p}\left(\frac{d R_{p}\left(k_{0} r\right)}{d\left(k_{0} r\right)}\right)_{\beta}, \tag{20}
\end{align*}
$$
\]

where $\beta=k_{0} a$. Defining $\eta=k_{0} \alpha, \gamma=\frac{1}{2}+p-$ $\frac{1}{2}(i \eta), \delta=1+2 p$ and using the recurrence relations

$$
\begin{equation*}
\frac{d J_{p}(z)}{d z}=\frac{p}{z} J_{p}(z)-J_{p+1}(z), \tag{21}
\end{equation*}
$$

$$
\begin{align*}
& \quad \frac{d H_{p}^{(1)}(z)}{d z}=\frac{p}{z} H_{p}^{(1)}(z)-H_{p+1}^{(1)}(z),  \tag{22}\\
& \operatorname{and}^{4} \\
& \frac{d M(\gamma, \delta, z)}{d z}=\frac{(\delta-1)}{z}[M(\gamma, \delta-1, z)-M(\gamma, \delta, z)], \tag{23}
\end{align*}
$$

the coefficients $c_{p}$ and $d_{p}$ from Eqs. (19) and (20) become

$$
\begin{align*}
& c_{p}=\frac{\beta^{1-p} e^{i f}\left[J_{p}(\beta) H_{p+2}^{(1)}(\beta)-J_{p+1}(\beta) H_{p}^{(1)}(\beta)\right]}{\left[\beta H_{p+1}^{(1)}(\beta)-(2 p+i \beta) H_{p}^{(1)}(\beta)\right] M(\gamma, \delta, i 2 \beta)-2 p H_{p}^{(1)}(\beta) M(\gamma, \delta-1, i 2 \beta)},  \tag{24}\\
& d_{p}=\frac{2 p J_{p}(\beta) M(\gamma, \delta-1, i 2 \beta)+\left[\beta J_{p+1}(\beta)-(2 p+i \beta) J_{p}(\beta)\right] M(\gamma, \delta, i 2 \beta)}{\left[\beta H_{p+1}^{(1)}(\beta)-(2 p+i \beta) H_{p}^{(1)}(\beta)\right] M(\gamma, \delta, i 2 \beta)-2 p H_{p}^{(1)}(\beta) M(\gamma, \delta-1, i 2 \beta)} . \tag{25}
\end{align*}
$$

Equations (24) and (25) are the exact TM coefficients for the inhomogeneous cylinder, corresponding to the Mie coefficients for the homogeneous sphere. They are, however, rather cumbersome, and in the limits of large or small $\beta$, asymptotic and small argument approximations of simpler form can be found. When $\beta$ is large,

$$
\begin{gather*}
J_{p}(\beta) \underset{\beta \rightarrow \infty}{ }\left(\frac{2}{\pi \beta}\right)^{\frac{1}{2}} \cos \left(\beta-\frac{2 p+1}{4} \pi\right),  \tag{26}\\
H_{p}^{(1)}(\beta) \underset{\beta \rightarrow \infty}{ }\left(\frac{2}{\pi \beta}\right)^{\frac{1}{2}} \exp \left[i\left(\beta-\frac{2 p+1}{4} \pi\right)\right], \tag{27}
\end{gather*}
$$

and $^{5}$

$$
\begin{equation*}
M(\gamma, \delta, i 2 \beta) \underset{\beta \rightarrow \infty}{\longrightarrow}(i 2 \beta)^{-\gamma}\left[\frac{\Gamma(\delta)}{\Gamma(\delta-\gamma)} e^{i \gamma \pi}+\frac{\Gamma(\delta)}{\Gamma(\gamma)} e^{i 2 \beta}(i 2 \beta)^{2 \gamma-\delta}\right], \tag{28}
\end{equation*}
$$

so that

$$
\begin{align*}
& c_{p} \xrightarrow[\beta \rightarrow \infty]{ } \frac{2^{\nu} \Gamma(\gamma)}{\pi^{\frac{1}{2}} e^{(\ln / 4) \pi} e^{i \frac{i}{2}\left[\ln (2 \beta)-2\left(p+\frac{1}{2}\right) \pi\right]}\left\{[\Gamma(\delta) \Gamma(\gamma) / \Gamma(\delta-\gamma)] e^{i\left(p+\frac{1}{2}\right) \pi}+[\Gamma(\delta)-2 p \Gamma(\delta-1)] e^{i[2 \beta-n \ln (2 \beta)]}\right\}},  \tag{29}\\
& d_{p} \xrightarrow[\beta \rightarrow \infty]{ } \frac{p \Gamma(\delta-1)\left[e^{i[2 \beta-\eta \ln (2 \beta)]}-e^{-i\left[\eta \ln (2 \beta)-\left(p-\frac{1}{2}\right) \pi\right]}\right]}{\left.\{\Gamma(\delta) \Gamma(\gamma) / \Gamma(\delta-\gamma)] e^{i\left(p+\frac{1}{2}\right) \pi}+[\Gamma(\delta)-2 p \Gamma(\delta-1)] e^{i(2 \beta-\eta \ln (2 \beta)}\right\}} \\
& +\frac{\frac{1}{2}\left\{[\Gamma(\delta) \Gamma(\gamma) / \Gamma(\delta-\gamma)] e^{-i\left[2 \beta+\left(p+\frac{1}{2}\right) \pi\right]}+\Gamma(\delta) e^{-i\left[\eta \ln (2 \beta)-\left(p-\frac{1}{2}\right) \pi\right]}\right\}}{\left\{[\Gamma(\delta) \Gamma(\gamma) / \Gamma(\delta-\gamma)] e^{i\left(p+\frac{1}{2}\right) \pi}+[\Gamma(\delta)-2 p \Gamma(\delta-1)] e^{i(2 \beta-\eta \ln (2 \beta)]}\right\}} .  \tag{30}\\
& \text { Likewise, when } \beta \text { is small }
\end{align*}
$$

$$
\begin{gather*}
J_{p}(\beta) \xrightarrow[\beta \rightarrow 0]{ } \frac{1}{p!}\left(\frac{1}{2} \beta\right)^{p},  \tag{31}\\
H_{0}^{(1)}(\beta) \xrightarrow[\beta \rightarrow 0]{\longrightarrow} i \frac{2}{\pi} \ln \left(\frac{1}{2} \beta\right),  \tag{32}\\
H_{y}^{(1)}(\beta) \xrightarrow[\beta \rightarrow 0]{\longrightarrow}-i \frac{(p-1)!}{\pi}\left(\frac{1}{2} \beta\right)^{-p} \quad(p \neq 0),  \tag{33}\\
M(\gamma, \delta, i 2 \beta) \underset{\beta \rightarrow 0}{\longrightarrow} 1, \tag{34}
\end{gather*}
$$

which gives

$$
\begin{align*}
& c_{p} \xrightarrow[\beta \rightarrow 0]{ } \frac{1}{2^{p} p!} e^{i \beta},  \tag{35}\\
& d_{p} \xrightarrow[\beta \rightarrow 0]{ } \frac{\pi \beta^{2 p+1}}{2\left(2^{p} p!\right)^{2}} . \tag{36}
\end{align*}
$$
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## IV. TE POLARIZATION

As in the TM case, seeking a separable solution of the form

$$
\begin{equation*}
H_{z}=\bar{c}_{0} \bar{R}_{0}(r)+2 \sum_{p=1}^{\infty} \bar{c}_{p} i^{\nu} \bar{R}_{p}(r) \cos p \theta \tag{37}
\end{equation*}
$$

and substituting into Eq. (3) yields the following ordinary differential equation for the $p$ th radial wavefunction $\bar{R}_{p}(r)$ :

$$
\begin{align*}
r^{2}(r-\alpha) & \frac{d^{2} \bar{R}_{p}}{d r^{2}}+\left(r^{2}-2 \alpha r\right) \frac{d \bar{R}_{p}}{d r} \\
& +\left[k_{0}^{2} r(r-\alpha)^{2}-p^{2}(r-\alpha)\right] \bar{R}_{p}=0 . \tag{38}
\end{align*}
$$

Introducing the new independent variable $u=$ ( $\beta / a) r$ and remembering that $\alpha=\eta / k_{0}$ and $\beta=k_{0} a$,

Eq. (38) becomes

$$
\begin{align*}
& u^{2}(u-\eta) \frac{d^{2} \bar{R}_{p}}{d u^{2}}+u(u-2 \eta) \frac{d \bar{R}_{p}}{d u} \\
& \quad+\left[u^{3}-2 u^{2} \eta+\left(\eta^{2}-p^{2}\right) u+p^{2} \eta\right] \bar{R}_{p}=0 \tag{39}
\end{align*}
$$

Unlike the TM case, we have so far been unsuccessful in attempting to transform Eq. (39) into a differential equation whose solutions correspond to any of the well-known transcendental functions. Hence, we proceed to generate appropriate convergent power-series solutions corresponding to the two regular singular points of the differential equation. Equation (39) has regular singular points at $u=0$ and $u \approx \eta$ corresponding to $r=0$ and $r / a=\eta / \beta$, respectively. If our plasma is such that $\eta>\beta$, then the power-series solution generated about $u=0$, which is regular at $u=0$, will converge everywhere in the region $0 \leq r \leq a$. Physically, the condition $\eta>\beta$ or $\alpha>a$ corresponds to an overdense plasma whose index of refraction is purely imaginary everywhere. If $\eta<\beta$, the above solution does not converge in the region beyond the next singular point $u=\eta$, and this solution cannot be evaluated at the plasma edge to satisfy boundary conditions.

For the case $\eta<\beta$, the method of attack is as follows: We first seek that power-series solution about $u=\eta$ which is regular at $u=\eta$. This solution involves one arbitrary constant and its radius of convergence is $|u|=\eta$. If the boundary, $u=\beta$, is such that $\eta<\beta<2 \eta$, the solution so obtained may be used to match boundary conditions. If $\beta>2 \eta$, a convergent solution valid at $u=\beta$ and involving one arbitrary constant is obtained by seeking a second powerseries solution about the ordinary point $u=\beta$. The power series so obtained has a radius of convergence $|\beta-\eta|$ and involves two arbitrary constants (since $u=\beta$ is an ordinary point). The two expansions obtained above have the common region of convergence $\eta<u<2 \eta$. Choosing a $u_{1}$ anywhere inside this region, we match the functions and their first derivatives at that point, leading to two algebraic equations for the three constants. One arbitrary constant, therefore, is involved in the power-series
solution about $u=\beta$ and this solution is then used to match the solutions in the free-space region. Thus, it is observed that for all arbitrary values of $\eta$ and $\beta$ it requires, in general, three power series to generate exact solutions throughout the plasma cloud. Note that physically, the condition $\beta>\eta$ or $a>\alpha$ corresponds to a plasma whose index of refraction is purely imaginary in the region $0 \leq r \leq \alpha$ and is positive real in the region $\alpha \leq r \leq a$.

## A. Solution for $\eta>\beta$

To illustrate the form of the solution, we will fully treat the $\eta>\beta$ case only. The more complicated $\eta<\beta$ case can be handled similarly using the prescription outlined above. Expanding about $u=0$, we seek a solution of the form

$$
\begin{equation*}
\bar{R}_{p}=u^{c} \sum_{m=0}^{\infty} a_{m p} u^{m}, \tag{40}
\end{equation*}
$$

and substituting into Eq. (39) leads to the following indicial equation:

$$
p^{2}-2 c-c(c-1)=0
$$

We choose the root $c=\frac{1}{2}\left[-1+\left(1+4 p^{2}\right)^{\frac{1}{2}}\right]$ which guarantees that $\bar{R}_{p}$, for all orders $p$, is regular at the origin.
Setting the coefficients of like powers of $u$ equal to zero yields

$$
\begin{align*}
& a_{0 p}=a_{0 p},  \tag{41a}\\
& a_{1 p}=\frac{1}{\eta}\left[\frac{a_{0 p}\left[c^{2}+\left(\eta^{2}-p^{2}\right)\right]}{\left.(c+1)(c+2)-p^{2}\right]},\right.  \tag{41b}\\
& a_{2 p}=\frac{1}{\eta}\left[\frac{2 a_{0 p}-a_{1 p}\left[\left(\eta^{2}-p^{2}\right)+(c+1)^{2}\right]}{p^{2}-(c+2)(c+3)}\right],  \tag{41c}\\
& a_{3 p}=\frac{1}{\eta}\left[\frac{a_{0 p}-2 \eta a_{1 p}+a_{2 p}\left[\left(\eta^{2}-p^{2}\right)+(c+2)^{2}\right]}{(c+3)(c+4)-p^{2}}\right], \tag{41d}
\end{align*}
$$

and, thereafter, the four-term recurrence relation

$$
\begin{equation*}
a_{m p}=\frac{1}{\eta}\left[\frac{a_{m-3 p}-2 a_{m-2 p}+a_{m-1 p}\left[\left(\eta^{2}-p^{2}\right)+(c+m-1)^{2}\right]}{(c+m)(c+m-1)-p^{2}}\right] . \tag{41e}
\end{equation*}
$$

Hence, the fundamental solution of the radial wave equation (38) which is regular at the origin is

$$
\begin{equation*}
\bar{R}_{p}(r)=\left(\frac{\beta}{a} r\right)^{\left.\frac{1}{2}\left(1+4 p^{2}\right)^{\sharp}-1\right]} \sum_{m=0}^{\infty} a_{m p}\left(\frac{\beta}{a} r\right)^{m}, \tag{42}
\end{equation*}
$$

where the $a_{m p}$ are given by Eqs. (41a) through (41e).

## B. The Partial Wave Coefficients $\bar{c}_{p}$ and $\bar{d}_{p}$

The incident and scattered fields $H_{z 0}$ and $H_{z s}$ are given by Eqs. (6) and (11), respectively, where we replace $d_{p}$ by $\bar{d}_{p}$. The continuity of $H_{z}$ and $E_{\theta}$ at the plasma edge, $r=a$, using Eqs. (6), (11), and (37) yields

$$
\begin{aligned}
J_{p}(\beta)+d_{p} H_{p}^{(1)}(\beta) & =\bar{c}_{p} \bar{R}_{p}(\beta) \\
\left(\frac{d J_{p}\left(k_{0} r\right)}{d\left(k_{0} r\right)}\right)_{\beta}+d_{p}\left(\frac{d H_{p}^{(1)}\left(k_{0} r\right)}{d\left(k_{0} r\right)}\right)_{\beta} & =\frac{\beta}{\beta-\eta} \bar{c}_{p}\left(\frac{d \bar{R}_{p}\left(k_{0} r\right)}{d\left(k_{0} r\right)}\right)_{\beta}
\end{aligned}
$$

where $E_{\theta i}$ in the medium, using Eq. (1b), is given by

$$
E_{\theta i}(r)=\frac{1}{i \omega \epsilon_{0}} \frac{r}{r-\alpha} \frac{\partial H_{z i}}{\partial r}
$$

Solving for $\bar{c}_{p}$ and $d_{p}$, yields

$$
\begin{align*}
& \bar{c}_{p}=\frac{(\beta-\eta)\left[J_{p}(\beta)\left(d H_{p}^{(1)}\left(k_{0} r\right) / d\left(k_{0} r\right)\right)_{\beta}-H_{p}^{(1)}(\beta)\left(d J_{p}\left(k_{0} r\right) / d\left(k_{0} r\right)\right)_{\beta}\right]}{(\beta-\eta) \bar{R}_{p}(\beta)\left(d H_{p}^{(1)}\left(k_{0} r\right) / d\left(k_{0} r\right)\right)_{\beta}-\beta H_{p}^{(1)}(\beta)\left(d \bar{R}_{p}\left(k_{0} r\right) / d\left(k_{0} r\right)\right)_{\beta}},  \tag{43}\\
& \bar{d}_{p}=\frac{\beta J_{p}(\beta)\left(d \bar{R}_{p}\left(k_{0} r\right) / d\left(k_{0} r\right)\right)_{\beta}-(\beta-\eta) \bar{R}_{p}(\beta)\left(d J_{p}\left(k_{0} r\right) / d\left(k_{0} r\right)\right)_{\beta}}{(\beta-\eta) \bar{R}_{p}(\beta)\left(d H_{p}^{(1)}\left(k_{0} r\right) / d\left(k_{0} r\right)\right)_{\beta}-\beta H_{p}^{(1)}(\beta)\left(d \bar{R}_{p}\left(k_{0} r\right) / d\left(k_{0} r\right)\right)_{\beta}} . \tag{44}
\end{align*}
$$

The small-argument approximation is given by the leading term of Eq. (42):

$$
\begin{equation*}
\bar{R}_{p}(r) \underset{r \rightarrow 0}{\longrightarrow}\left(\frac{\beta}{a} r\right)^{\frac{1}{\left[\left[1+4 p^{2}\right)^{\frac{1}{2}}-1\right]}} \tag{45}
\end{equation*}
$$

Using Eq. (45) together with the small-argument forms of Eqs. (31) to (34), Eqs. (42) and (44), in the small-argument limit, become

$$
\begin{gather*}
\bar{c}_{y} \underset{\beta \rightarrow 0}{\longrightarrow} \frac{\beta^{p-\frac{1}{2}\left[\left(1+4 p^{2}\right)^{\left.\frac{1}{2}-1\right]}\right.}}{2^{p-1} p!}, \quad(p \neq 0),  \tag{46}\\
\bar{c}_{0} \underset{\beta \rightarrow 0}{\longrightarrow} 1,  \tag{47}\\
\bar{d}_{p} \underset{\beta \rightarrow 0}{\longrightarrow} \frac{i \pi \beta^{2 p}}{p\left[2^{p}(p-1)!\right]^{2}}, \quad(p \neq 0),  \tag{48}\\
d_{0} \xrightarrow[\beta \rightarrow 0]{\longrightarrow}-\frac{i \pi}{4} \beta^{2} . \tag{49}
\end{gather*}
$$

As a further point of interest for the case $\beta>\eta$, it can be shown, using the method outlined in Ref. 6, that the form of the asymptotic behavior of the solution of Eq. (39) is

$$
\begin{align*}
\bar{R}_{p}(u) & \underset{u \rightarrow \infty}{\longrightarrow} \\
& C_{p} \frac{(u-\eta)^{\frac{1}{2}}}{u}  \tag{50}\\
& \times \cos \left[(u-\eta)-\frac{1}{2} \eta \ln (u-\eta)+D_{p}\right]
\end{align*}
$$

where the amplitude and phase $C_{p}$ and $D_{p}$ are constant parameters, independent of $u$ and may depend in a complicated fashion on $\eta$ and $p$.
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## v. DISCUSSION

Several observations can be made on the characteristics of the solutions $R_{p}(r)$ and $\bar{R}_{p}(r)$ presented in the last two sections. The solutions, as they must be, are real. Proof is given in Appendix A. Two forms are to be expected within the plasma cylinder. In the case of a homogeneous cylindrical plasma, the internal partial-wave solutions are the Bessel functions ${ }^{7}$ $J_{p}\left(k_{0} n r\right)$. The wavefunction is then sinusoidal in nature when $n^{2}>0$, indicating standing waves in the bounded region. When $n^{2}<0$, the solution is monotonically decreasing toward the center like $I_{p}\left(k_{0}|n| r\right)$, indicating radial evanescence or a nonpropagating condition. Such is also to be expected here, modified by the inhomogeneity with the solution changing form at $r=\alpha$. It would also be supposed, inasmuch as $|n|$ becomes unbounded at the origin, that all fields disappear at $r=0$. While this does occur for all partial waves with $p \geq 1, R_{0}(r)$ and $\bar{R}_{0}(r)$, strangely enough, are seen from Eqs. (17), (34), and (42) to be unity at the cylinder axis. Evidently, the effect of the symmetric wave and cylindrical geometry is sufficient to overcome the damping effect of the unbounded imaginary index of refraction.
As would be expected physically, the solutions do not exhibit any infinite scattering resonances at finite frequency (in the sense that the denominator of $c_{p}$ and $d_{p}$ vanishes for real positive values of $\eta$ and $\beta$ ). The mathematical proof is given in Appendix B. Similarly, it is noticed that the small-argument forms
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Fig. 2. Variation with dimensionless radial distance of zerothorder radial wavefunction inside plasma for $\eta=1.0, \beta=10.0$, and comparison with $\eta=0, \beta=10.0$.
of $c_{p}$ and $d_{p}$ are not functions of the plasma density parameter $\eta$ and decrease rapidly with increasing partial-wave order $p$, while the asymptotic forms are just phase factors and functions of $\eta$ at every order as found in more familiar cases. ${ }^{8}$

Finally, it should be observed that we have arbitrarily and somewhat unphysically truncated the plasma cylinder at $r=a$, leaving an abrupt discontinuity which adds to the scattering. The possibly unwanted effects of this calculational convenience can be made arbitrarily small simply by making the radius sufficiently large so that $n$ approaches unity at the plasma edge.

## VI. NUMERICAL RESULTS

By way of illustrating the nature of the scattering solutions, numerical calculations were made for the TM case. One is particularly interested in describing the behavior of partial radial wavefunctions inside the plasma cylinder as well as the behavior of the differential and total scattering cross sections as functions of the two plasma parameters $\eta$ and $\beta$.
Letting $\rho=r / a, 0 \leq \rho \leq 1$, and remembering that $\beta=k_{0} a$ and $\eta=k_{0} \alpha$, the radial-wave solutions of Eq. (17) become

$$
\begin{equation*}
R_{p}(\rho)=(\beta \rho)^{p} e^{-i \beta \rho} M\left(\frac{1}{2}+p-\frac{1}{2} i \eta, 1+2 p, i 2 \beta \rho\right) . \tag{51}
\end{equation*}
$$

The behavior of the zeroth-order wavefunction $R_{0}(\rho)$ inside the plasma for two different ( $\eta, \beta$ ) combinations is shown in Figs. 2 and 3. Since $n^{2}=$ $1-(\eta / \beta \rho)$, propagation cutoff occurs at $\rho=\eta / \beta$. Thus, if $\eta / \beta<1$, sinusoidal-like wave behavior is to be expected in the region $\eta / \beta \leq \rho \leq 1$. If, however, $\eta / \beta \geq 1$, the index of refraction is everywhere purely imaginary inside the plasma cylinder and so we
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Fig. 3. Variation with dimensionless radial distance of zerothorder radial wavefunction inside plasma for $\eta=10.0, \beta=10.0$.
should expect a monotonically decreasing behavior from the plasma edge to the center for all $R_{p}(\rho)$ (see discussion in Sec. V). In Fig. 2, with $\eta=1.0$ and $\beta=10.0$, cutoff occurs at $\rho=0.1$ and so wavelike behavior is exhibited in the region $0.1<\rho<1.0$. In Fig. 3, cutoff occurs at the plasma edge $\eta / \beta=1$, so that $R_{0}(\rho)$ decreases monotonically with distance from the edge toward the center.

By way of comparison, with no plasma present, the $\eta=0, \beta=10.0$ solution, i.e., $J_{0}(10 \rho)$, is shown in Fig. 2. It is seen that in the region $\eta / \beta \leq \rho \leq 1$, the solution $R_{0}(\rho)$ is similar in behavior to the corresponding Bessel function. In fact, for the ( $\eta, \beta$ ) combination chosen, the (variable) wavelengths are almost of equal magnitude although the zeros of $R_{0}(\rho)$ are shifted to the right. Finally, from Eq. (53), it is to be noted that $R_{0}(\rho)$ like $J_{0}(\beta \rho)$ is the only partial wave that is different from zero at the origin.

The behavior of the first- and second-order partial wavefunctions with dimensionless radial distance are shown in Figs. 4 and 5, respectively. Again to be


Fig. 4. Variation with dimensionless radial distance of first-order radial wavefunction inside plasma for the two cases $\beta=1.0$ and 10.0 with $\eta=1.0$ and comparison with $\eta=0, \beta=10.0$.


Fig. 5. Variation with dimensionless radial distance of secondorder radial wavefunction inside plasma for the two cases $\beta=1.0$ and 10.0 with $\eta=1.0$.
noted is the marked difference in behavior depending on the magnitude of the ratio $\eta / \beta$. Again, for comparison purposes, the solution for $\eta=0, \beta=10.0$, i.e., $J_{1}(10 \rho)$, is shown in Fig. 4.

Next, we examine numerically the behavior of the differential and total scattering cross sections of the plasma cylinder as functions of the plasma parameters $\eta$ and $\beta$. The differential scattering cross section $\sigma(\theta)$ and the total scattering cross section $\Sigma$ are given, respectively, by the following formulas ${ }^{9}$ :

$$
\begin{align*}
\sigma(\theta) & =\frac{4}{k_{0}}\left|d_{0}+2 \sum_{p=1}^{\infty} d_{p} \cos p \theta\right|^{2}  \tag{52}\\
\Sigma & =\frac{2}{k_{0}}\left[2\left|d_{0}\right|^{2}+4 \sum_{p=1}^{\infty}\left|d_{p}\right|^{2}\right] \tag{53}
\end{align*}
$$

where $d_{p}$ is the $p$ th partial wave scattering coefficient given by Eq. (25).

Polar diagrams showing the variation of the dimensionless differential scattering cross section $k_{0} \sigma(\theta)$ with $\theta$ for various $(\eta, \beta)$ combinations is shown in Figs. 6-9. Figures 6 and 7 taken together compare the variation of $k_{0} \sigma(\theta)$ for $\beta=1.0$ and 10.0 , with fixed $\eta=1.0$, while Figs. 8 and 9 taken together compare $k_{0} \sigma(\theta)$ for the same two values of $\beta$ and for $\eta=10.0$. It is seen that increasing $\beta$ with $\eta$ fixed causes a sharp increase in the forward scattering of the incident energy. If we compare figure groupings (6) and (8) with (7) and (9), [i.e., figures comparing the variation of $k_{0} \sigma(\theta)$ for two different values of $\eta$ with $\beta$ fixed] we see that while also intensifying the forward scattering, variations in $\eta$ do not have as marked an effect on the pattern as do changes in $\beta$.

Figure 10 is a plot of the variation of the dimensionless total scattering cross section $k_{0} \Sigma$ with $\beta$ for the three values of $\eta=0.1,1.0$, and 10.0 . With $\eta$ fixed, it is seen that the total scattering cross section increases monotonically as $\beta$ increases with slight

[^130]undulations evident in the curves for the two smaller values of $\eta$. The conventional efficiency factor for scattering is defined as
\[

$$
\begin{equation*}
Q_{\mathrm{sca}}=k_{0} \Sigma / 2 \beta \tag{54}
\end{equation*}
$$

\]

It is then seen from Fig. 10 that as both $\eta$ and $\beta$ become large, $Q_{\text {sca }}$ approaches the limit 2 , which is just the value obtained for a homogeneous cylinder ${ }^{10}$ in the limit as $\beta \rightarrow \infty$.

Figure 11 is a plot of the variation of the dimensionless total scattering cross section $k_{0} \Sigma$ with $\eta$ for the two different values $\beta=1.0$ and 10.0 . It is seen that the total scattering cross section also increases monotonically with increasing $\eta$. Note again, for $\beta=10.0$, that the efficiency factor asymptotically approaches 2 as $\eta$ becomes large.
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## APPENDIX A: REALITY OF THE RADIAL WAVEFUNCTIONS

The radial wavefunctions

$$
\begin{equation*}
R_{p}(r)=\left(k_{0} r\right)^{p} e^{-i k_{0} r} M\left(\frac{1}{2}+p-\frac{1}{2} i k_{0} \alpha, 1+2 p, i 2 k_{0} r\right) \tag{A1}
\end{equation*}
$$

are real.
Proof: The first factor of Eq. (A1), i.e., $\left(k_{0} r\right)^{p}$, is real. Hence, we need concern ourselves only with the product of the last two factors.

We make use of the following integral representations for the confluent hypergeometric function ${ }^{11}$ :

$$
\begin{equation*}
M(\gamma, \delta, z)=\frac{\Gamma(\delta)}{\Gamma(\delta-\gamma) \Gamma(\gamma)} \int_{0}^{1} e^{z t} t^{\gamma-1}(1-t)^{\delta-\gamma-1} d t \tag{A2}
\end{equation*}
$$

valid for $R_{e}(\delta)>R_{e}(\gamma)>0$. In our case, $R_{e}(\delta)=$ $1+2 p, R_{e}(\gamma)=p+\frac{1}{2}$ and since $p=0,1,2, \cdots$ the above condition is satisfied. Thus, Eq. (A1) becomes

$$
\begin{align*}
\frac{R_{p}(r)}{\left(k_{0} r\right)^{p}} & =\frac{\Gamma(1+2 p)}{\Gamma\left(\frac{1}{2}+p+\frac{1}{2} i k_{0} \alpha\right) \Gamma\left(\frac{1}{2}+p-\frac{1}{2} i k_{0} \alpha\right)} \\
& \times \int_{0}^{1} e^{i k_{0} r[2 t-1]}[t(1-t)]^{p-\frac{1}{2}}\left(\frac{t}{1-t}\right)^{-\frac{1}{2} i k_{0} \alpha} d t \tag{A3}
\end{align*}
$$

Changing the variable of integration: $u=1-t$; $d u=-d t$, we can write

$$
\begin{align*}
& \frac{R_{p}(r)}{\left(k_{0} r\right)^{p}}=\frac{\Gamma(1+2 p)}{\Gamma\left(\frac{1}{2}+p+\frac{1}{2} i k_{0} \alpha\right) \Gamma\left(\frac{1}{2}+p-\frac{1}{2} i k_{0} \alpha\right)} \\
& \quad \times \int_{0}^{1} e^{-i k_{0} r[2 u-1]}[u(1-u)]^{p-\frac{1}{2}}\left(\frac{u}{1-u}\right)^{\frac{1}{2} i k_{0} \alpha} d u \tag{A4}
\end{align*}
$$
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Fig. 6. Polar diagram of the dimensionless differential scattering cross section for $\eta=1.0, \beta=1.0$.


Fig. 8. Polar diagram of the dimensionless differential scattering cross section for $\eta=10.0, \beta=1.0$.


Fig. 10. Variation of the dimensionless total scattering cross section with $\beta$ for the three $\eta$ values $0.1,1.0$, and 10.0 .


Fig. 7. Polar diagram of the dimensionless differential scattering cross section for $\eta=1.0, \beta=10.0$.


Fig. 9. Polar diagram of the dimensionless differential scattering cross section for $\eta=10.0, \beta=10.0$.


Fig. 11. Variation of the dimensionless total scattering cross section with $\eta$, for the two $\beta$ values 1.0 and 10.0 .

Comparing the right-hand sides of Eqs. (A3) and (A4), it is seen that they are complex conjugates of each other. Hence, $R_{p}$ is real. Q.E.D.

## APPENDIX B: ABSENCE OF INFINITE RESONANCES

The condition for resonance requires that there exist real positive values of $\eta$ and $\beta$ for which the denominators of the coefficients $c_{p}$ and $d_{p}$ go to zero. The denominator for both coefficients is given by

$$
\begin{equation*}
H_{p}^{(1)}(\beta)\left[d R_{v}\left(k_{0} r\right) / d\left(k_{0} r\right)\right]_{\beta}-H_{p}^{(1) \prime}(\beta) R_{p}(\beta)=0 \tag{B1}
\end{equation*}
$$

where the prime represents the derivative with respect to the argument.

We proved in Appendix A that the function $R_{p}(r)$ is real. Hence, using the definition of the Hankel function,

$$
\begin{equation*}
H_{p}^{(1)}(\beta)=J_{p}(\beta)+i Y_{p}(\beta) \tag{B2}
\end{equation*}
$$

substituting into Eq. (B1), and setting the real and
imaginary parts equal to zero yields

$$
\begin{align*}
& J_{p}(\beta)\left(\frac{d R_{p}\left(k_{0} r\right)}{d\left(k_{0} r\right)}\right)_{\beta}-J_{p}^{\prime}(\beta) R_{p}(\beta)=0  \tag{B3}\\
& Y_{p}(\beta)\left(\frac{d R_{p}\left(k_{0} r\right)}{d\left(k_{0} r\right)}\right)_{\beta}-Y_{p}^{\prime}(\beta) R_{p}(\beta)=0 \tag{B4}
\end{align*}
$$

Eliminating

$$
R_{p}(\beta) /\left(\frac{d R_{p}\left(k_{0} r\right)}{d\left(k_{0} r\right)}\right)_{\beta}
$$

from Eqs. (B3) and (B4) gives

$$
\begin{equation*}
J_{p}(\beta) Y_{p}^{\prime}(\beta)-J_{p}^{\prime}(\beta) Y_{p}(\beta)=0 \tag{B5}
\end{equation*}
$$

as the requirement for infinite resonance. However, the left-hand side of Eq. (B5) is the Wronskian ${ }^{12}$ having the value of $2 / \pi k_{0} a$ which can never be zero for finite values of $k_{0} a$.
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#### Abstract

This paper investigates the scattering and absorption of scalar waves satisfying the equation $\phi_{; \mu}^{j \mu}=0$ in the Schwarzschild metric. This problem has been previously considered by Hildreth. We find, for a Schwarzschild mass $m$, the following cross sections in the zero-frequency limit for $s$-waves: $\sigma$ (absorption $)=0, d \sigma / d \Omega \simeq\left[c+\frac{1}{3}(2 m) \ln (2 m \omega)\right]^{2}$, where $c$ is a constant of order $m$. These results disagree with the previous calculation. We exhibit a method of solution for the equation. Its limiting (Newtonian) form, with suitable identification of the coefficients, is the problem of Coulomb scattering in nonrelativistic quantum mechanics. By demanding coordinate conditions which for large $l$ allow the usual Coulomb results in a partial-wave expansion, we are able to define a partial-wave cross section. The (summed) differential cross section for small frequencies inherits the logarithmic behavior of the $s$-wave part, which is the only contribution explicitly calculated. (The $l \neq 0$ contributions and the behavior of the cross sections for $\omega \neq 0$ are qualitatively indicated.) Cosmological considerations are given which cut off this divergence.


## I. INTRODUCTION AND SUMMARY

At one time the Schwarschild "singularity" at ${ }^{1}$ $r=2 m$ was dismissed as unphysical, since it does not occur in the gravitational fields of normal stars. But as unexpected observations have more

[^133]recently made speculations about possible peculiar astrophysical objects interesting, there has been an increased appreciation of the work of Oppenheimer and Snyder ${ }^{2}$ which showed, not only that one could tolerate the actual existence of the Schwarzschild $r=2 m$ surface, but that there were even reasonable physical processes by which it could be produced.

[^134]Comparing the right-hand sides of Eqs. (A3) and (A4), it is seen that they are complex conjugates of each other. Hence, $R_{p}$ is real. Q.E.D.

## APPENDIX B: ABSENCE OF INFINITE RESONANCES

The condition for resonance requires that there exist real positive values of $\eta$ and $\beta$ for which the denominators of the coefficients $c_{p}$ and $d_{p}$ go to zero. The denominator for both coefficients is given by

$$
\begin{equation*}
H_{p}^{(1)}(\beta)\left[d R_{v}\left(k_{0} r\right) / d\left(k_{0} r\right)\right]_{\beta}-H_{p}^{(1) \prime}(\beta) R_{p}(\beta)=0 \tag{B1}
\end{equation*}
$$

where the prime represents the derivative with respect to the argument.

We proved in Appendix A that the function $R_{p}(r)$ is real. Hence, using the definition of the Hankel function,

$$
\begin{equation*}
H_{p}^{(1)}(\beta)=J_{p}(\beta)+i Y_{p}(\beta) \tag{B2}
\end{equation*}
$$

substituting into Eq. (B1), and setting the real and
imaginary parts equal to zero yields

$$
\begin{align*}
& J_{p}(\beta)\left(\frac{d R_{p}\left(k_{0} r\right)}{d\left(k_{0} r\right)}\right)_{\beta}-J_{p}^{\prime}(\beta) R_{p}(\beta)=0  \tag{B3}\\
& Y_{p}(\beta)\left(\frac{d R_{p}\left(k_{0} r\right)}{d\left(k_{0} r\right)}\right)_{\beta}-Y_{p}^{\prime}(\beta) R_{p}(\beta)=0 \tag{B4}
\end{align*}
$$

Eliminating

$$
R_{p}(\beta) /\left(\frac{d R_{p}\left(k_{0} r\right)}{d\left(k_{0} r\right)}\right)_{\beta}
$$

from Eqs. (B3) and (B4) gives

$$
\begin{equation*}
J_{p}(\beta) Y_{p}^{\prime}(\beta)-J_{p}^{\prime}(\beta) Y_{p}(\beta)=0 \tag{B5}
\end{equation*}
$$

as the requirement for infinite resonance. However, the left-hand side of Eq. (B5) is the Wronskian ${ }^{12}$ having the value of $2 / \pi k_{0} a$ which can never be zero for finite values of $k_{0} a$.
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#### Abstract

This paper investigates the scattering and absorption of scalar waves satisfying the equation $\phi_{; \mu}^{j \mu}=0$ in the Schwarzschild metric. This problem has been previously considered by Hildreth. We find, for a Schwarzschild mass $m$, the following cross sections in the zero-frequency limit for $s$-waves: $\sigma$ (absorption $)=0, d \sigma / d \Omega \simeq\left[c+\frac{1}{3}(2 m) \ln (2 m \omega)\right]^{2}$, where $c$ is a constant of order $m$. These results disagree with the previous calculation. We exhibit a method of solution for the equation. Its limiting (Newtonian) form, with suitable identification of the coefficients, is the problem of Coulomb scattering in nonrelativistic quantum mechanics. By demanding coordinate conditions which for large $l$ allow the usual Coulomb results in a partial-wave expansion, we are able to define a partial-wave cross section. The (summed) differential cross section for small frequencies inherits the logarithmic behavior of the $s$-wave part, which is the only contribution explicitly calculated. (The $l \neq 0$ contributions and the behavior of the cross sections for $\omega \neq 0$ are qualitatively indicated.) Cosmological considerations are given which cut off this divergence.


## I. INTRODUCTION AND SUMMARY

At one time the Schwarschild "singularity" at ${ }^{1}$ $r=2 m$ was dismissed as unphysical, since it does not occur in the gravitational fields of normal stars. But as unexpected observations have more

[^136]recently made speculations about possible peculiar astrophysical objects interesting, there has been an increased appreciation of the work of Oppenheimer and Snyder ${ }^{2}$ which showed, not only that one could tolerate the actual existence of the Schwarzschild $r=2 m$ surface, but that there were even reasonable physical processes by which it could be produced.

[^137](For some recent discussions see May and White ${ }^{3}$ and Chap. 8 of Thorne's lectures. ${ }^{4}$ )

We refer to the remnant of such a process as an Oppenheimer-Snyder (OS) star, when some connotation of physical reality is not out of place, or as a Schwarzschild horizon, when it is more appropriate to suggest the mathematical idealizations we invoke in studying it. These idealizations include spherical symmetry, ignoring any angular momentum of the original matter, and the neglect of any matter expelled in the formation process, as well as of any orbiting debris with entrained magnetic fields, etc.

In this paper we illustrate by an example how an OS star is, like more normal final equilibrium states such as cooled white dwarfs and neutron stars, an object whose structure and whose response to various probes is independent of the detailed dynamical processes by which it is formed. In fact, we require no description whatsoever of the region $r<2 m$ beyond the assumption that all the matter responsible for the gravitational field has, some time in the past, fallen in beyond this $r=2 m$ Schwarzschild "horizon" leaving a spherically symmetric field. This assumption will be translated into a boundary condition at $r=2 \mathrm{~m}$.

With these idealizations, the exterior to a collapsed star is the Schwarzschild solution, and so the star's mass can be measured by observing planetary orbits or by doing bending of light experiments. In the latter case, Darwin ${ }^{5}$ has shown that we cannot expect to probe more closely than $3 m$ by means of highfrequency light, as light rays from infinity which reach smaller radii are trapped and never return to $r=\infty$. But with this limitation, we cannot tell with certainty whether the mass we observe is an OS star or, for instance, a neutron star with radius $2.5 m$. A probe which gets closer in would be desirable, and we should investigate longer wavelength scattering. This will replace the corpuscular picture of Einstein's deflection-of-light calculation by a wave packet picture. We would expect the maximum amount of detail to be found from wave packets whose typical wavelength is approximately $m$. Lower frequencies would lose resolution; higher frequencies would be trapped if they probed close to $r=2 \mathrm{~m}$.

The problem that we actually discuss is a simplified version of that stated above. Instead of light, we calculate for a scalar field $\phi$. And, although we state the problem for finite frequencies $\omega$ and for any angular momentum quantum number $l$, we will

[^138]present a solution only for the $\omega \rightarrow 0, s$-wave limit. We seek cross sections for the scattering and absorption of scalar waves $\phi$ by a background Schwarzschild field.

The equation which determines the scattering is a generalization of the flat-space wave equation, namely

$$
\begin{equation*}
\phi_{; \mu}^{; \mu}=(-g)^{\frac{1}{2}} \frac{\partial}{\partial x^{\mu}}\left[(-g)^{\frac{1}{2}} g^{\mu \nu} \frac{\partial}{\partial x^{v}} \phi\right]=0 . \tag{1}
\end{equation*}
$$

The metric entering this equation is taken to be the Schwarzschild metric, and it is its differing from the flat Lorentz metric which causes the scattering. By using the Schwarzschild metric, we have of course neglected any small gravitational field which the packet of $\phi$ waves itself might produce.

This same scattering problem has been considered previously by Hildreth ${ }^{6}$ who thought of $\phi$ as an additional component of the gravitational field according to the Brans-Dicke ${ }^{7}$ theory. The present restudy of this scattering problem obtains solutions of the basic differential equations somewhat more directly and leads to results which differ from Hildreth's

The radial equation is cast into the form of an effective potential equation by using the ReggeWheeler ${ }^{8}$ coordinate $r^{*}$. The boundary conditions at $r=2 m+$ are found. The difficulties of long-range forces, which are familiar from the problem of Coulomb scattering, are discussed. Although they have been extensively investigated in the literature, they pose the most difficult problems to be solved in the cross section calculation, particularly in terms of the coordinate invariance of the result. The separation into a "distorted plane wave" and outgoing waves is discussed. An ambiguity arises in the definition of the partial-wave scattering phase shifts. We fix the ambiguity in such a way that the usual "Coulomb" result is obtained for large $l$, so the large $l$ partial cross sections contribute the usual large amount to small angle scattering (only).
We quote our results for the $s$ wave $\omega \rightarrow 0$ limit:

$$
\begin{gather*}
\sigma(\text { absorption })=0 \\
d \sigma / d \Omega \simeq\left[c+\frac{2 m}{3} \ln (2 m \omega)\right]^{2} \tag{2}
\end{gather*}
$$

Here $c$ is a constant of order $m$.

[^139]These disagree with Hildreth's results, ${ }^{9}$ which are

$$
\begin{gathered}
\sigma(\text { absorption }) \simeq 12.5(2 m)^{2}, \\
\frac{d \sigma}{d \Omega}-\frac{d \sigma}{d \Omega} \text { newtonian } \simeq 1.96(2 m)^{2} .
\end{gathered}
$$

The logarithmic divergence in Eq. (2) is cut off by the requirement that the observer be outside the near field zone, which requires $\omega \gtrdot 1 / R_{0}$ where $R_{0}$ is, as a maximum, the Hubble radius. The cross section is then limited to $\sim(50 \mathrm{~m})^{2}$ for scatterers the mass of the sun. (In our $G=c=1$ units, $m_{\text {sun }}=1.5 \times 10^{5} \mathrm{~cm}$.) However, this cross section is small enough so that it would contribute negligibly to the behavior of the scalar wave $\phi$ in a universe which contains many real stars whose radii are $\sim 10^{11} \mathrm{~cm}$.

## II. GENERAL CONSIDERATIONS FOR SCALAR SCATTERING

## A. Radial Equation

With the usual Schwarzschild metric

$$
d s^{2}=d r^{2}\left(1-\frac{2 m}{r}\right)^{-1}+r^{2} d \Omega^{2}-\left(1-\frac{2 m}{r}\right) d t^{2}
$$

(where $m$ is the mass of the scatterer), Eq. (1) is

$$
\begin{align*}
r^{-2}\left(1-\frac{2 m}{r}\right) & \frac{d}{d r}\left[r^{2}\left(1-\frac{2 m}{r}\right) \frac{d R}{d r}\right] \\
& -\left(1-\frac{2 m}{r}\right) \frac{l(l+1)}{r^{2}} R+\omega^{2} R=0 \tag{3}
\end{align*}
$$

where separation of variables has given

$$
\begin{equation*}
\phi=e^{-i \omega t} R(r) P_{l}(\theta) . \tag{4}
\end{equation*}
$$

If

$$
\begin{equation*}
R=u / r \tag{5}
\end{equation*}
$$

we find

$$
\begin{align*}
& \left(1-\frac{2 m}{r}\right) \frac{d}{d r}\left[\left(1-\frac{2 m}{r}\right) \frac{d u}{d r}\right] \\
& \quad+\left[\omega^{2}-\left(1-\frac{2 m}{r}\right)\left(\frac{2 m}{r^{3}}+\frac{l(l+1)}{r^{2}}\right)\right] u=0 . \tag{6}
\end{align*}
$$

Equation (6) is still not free from first derivatives $d \mu / d r$.

However, the substitution ${ }^{8}$

$$
\begin{align*}
d r^{*} & =d r\left(1-\frac{2 m}{r}\right)^{-1}  \tag{7}\\
r^{*} & =r+2 m \ln (r / 2 m-1)+\text { const } \tag{8}
\end{align*}
$$

puts Eq. (6) in the form

$$
\begin{equation*}
\left[\frac{d^{2}}{d r^{* 2}}+\omega^{2}-\left(1-\frac{2 m}{r}\right)\left(\frac{2 m}{r^{3}}+\frac{l(l+1)}{r^{2}}\right)\right] u=0 . \tag{9}
\end{equation*}
$$

[^140]

Fig. 1. The effective potential $V\left(r^{*}\right)$ plotted against a scale linear in $r^{*}$. ( $r$ and $r^{*}$ are in units of $m$.) The constant in Eq. (8) has been set equal to zero. Also shown is the curve $u=r$ (not to scale), which is the solution to the $s$-wave radial equation for $\omega=0$.

The problem has been reduced to a one-dimensional Schrödinger equation with independent variable $r^{*}$. This Schrödinger equation has an effective potential

$$
\begin{equation*}
V\left(r^{*}\right)=\left(1-\frac{2 m}{r}\right) \frac{2 m}{r^{3}}, \tag{10}
\end{equation*}
$$

with $r$ considered a function of $r^{*}$.
The effective potential has been plotted in Fig. 1, taking the integration constant in $r^{*}$ to be zero. Note that $V\left(r^{*}\right)$ has a rather low peak:

$$
V_{\text {peak }}=3\left(\frac{3}{16} \frac{1}{2 m}\right)^{2} \quad \text { at } \quad r=\frac{4}{3}(2 m)
$$

Furthermore, $V\left(r^{*}\right)$ is a finite range potential: it vanishes as $\left(r^{*}\right)^{-3}$ for $r^{*} \rightarrow+\infty$ and as $\exp \left(r^{*} / 2 m\right)$ for $r^{*} \rightarrow-\infty$ (corresponding to $r-2 m \rightarrow 0^{+}$). Therefore solutions of Eq. (9) can be obtained by familiar approximations.

## B. Boundary Condition at $r=2 m$

We can write Eq. (9) in a dimensionless form by multiplying it by $(2 m)^{2}$ :

$$
\begin{equation*}
\left[\frac{d^{2}}{d y^{* 2}}+q^{2}-\left(1-\frac{1}{y}\right) \frac{1}{y^{3}}\right] u=0 . \tag{11}
\end{equation*}
$$

Here $y^{*}=r^{*} / 2 m, y=r / 2 m$, and $q=2 m \omega$. We set $l=0$ since that is the case we investigate in Sec. III. (The boundary condition for $l \neq 0$ can be done in exactly the same way.) We set the integration constant in Eq. (8) equal to zero for convenience, and so

$$
\begin{equation*}
y^{*}=y+\ln (y-1) . \tag{12}
\end{equation*}
$$

Now consider a well-defined pulse of scalar radiation of small but nonzero frequency, incident from $y^{*}=+\infty$, where $V\left(y^{*}\right)=0$. This pulse will be partly reflected by the potential, so for $y^{*} \rightarrow+\infty$, we expect both ingoing and outgoing waves. Because the
potential disappears so rapidly for $y^{*} \rightarrow-\infty$, there is no backscatter from even small negative values of $y^{*}$. The pulse will be entirely ingoing for $y^{*} \rightarrow-\infty$, i.e., at the Schwarzschild horizon $r=2 m+$. We then take as the condition at $y^{*}=-\infty(r-2 m=+0)$ that the waves be pure ingoing.

If we suppose the source of the field to be an OS star, this boundary condition means that there can be no scalar radiation from the star.

Since at $t \rightarrow \infty$ the surface of an OS star will approach arbitrarily close to $r=2 m$, any radiation from its surface will be red-shifted, so that its intensity goes to zero. ${ }^{10} \mathrm{We}$ saw above that the active region for scattering of the $\phi$ waves is $r \geq \frac{4}{3}(2 m)$, well away from the infinite red-shift surface. So the OS star, when "completely" collapsed, becomes a cold sink for radiation and satisfies our idealized boundary condition.

## C. Comparison Coulomb Problem

Equation (9) has permitted us to find boundary conditions for $r-2 m=0+$; but since $r^{*}$ differs by a logarithm from $r$, it is not a good coordinate to use to interpret results at $r \rightarrow \infty$. We can give a statement of the problem which makes the asymptotic properties more transparent by making a different substitution in (3):

$$
\begin{equation*}
R=\frac{\bar{u}}{r\left(1-\frac{2 m}{r}\right)^{\frac{1}{2}}} \tag{13}
\end{equation*}
$$

which gives

$$
\begin{align*}
& \frac{d^{2} \bar{u}}{d r^{2}}+\left[\frac{\omega^{2}}{\left(1-\frac{2 m}{r}\right)^{2}}+\left(\frac{m}{r}\right)^{2} \frac{1}{r^{2}\left(1-\frac{2 m}{r}\right)}\right. \\
&\left.-\frac{l(l+1)}{r^{2}} \frac{1}{\left(1-\frac{2 m}{r}\right)}\right] \bar{u}=0 . \tag{14}
\end{align*}
$$

As $r \rightarrow \infty$, Eq. (14) becomes

$$
\begin{align*}
\frac{d^{2} \bar{u}}{d r^{2}}+\left[\omega^{2}+\frac{4 m \omega^{2}}{r}\right. & +\frac{12 m^{2} \omega^{2}}{r^{2}} \\
& \left.-\frac{l(l+1)}{r^{2}}+O\left(r^{-3}\right)\right] \bar{u}=0 \tag{15}
\end{align*}
$$

There is an attractive Newtonian coupling between the "energy density" $4 \omega^{2}$ and the mass of the OS star. ${ }^{11}$

[^141]For large $l$, we expect the wavefunction solving Eqs. (9) and (14) to have small amplitude for a radius less than some distance of closest approach $r_{\perp} \sim$ $[l(l+1)]^{\frac{1}{2}} / \omega$. The solution depends essentially only on the region $r>r_{\perp}$. Thus, for any $\omega$, there is an $l_{\text {min }}(\omega)$ such that $l \geq l_{\text {min }}$ means the term $12 m^{2} \omega^{2} / r^{2}$ and the terms $O\left(r^{-3}\right)$ are negligible in Eq. (14). So for large enough $l$, we need only consider the solutions to

$$
\begin{gather*}
\frac{d^{2} \bar{u}}{d r^{2}}+\left[\omega^{2}+\frac{4 m \omega^{2}}{r}-\frac{l(l+1)}{r^{2}}\right] \bar{u}=0 \\
R=\frac{\bar{u}}{r}
\end{gather*}
$$

which are satisfactory approximations to those of Eq. (9) or Eq. (14). The second of Eq. (14') follows from the assumption that the neglected terms in the first Eq. (14') are small.

We call Eq. (14') the "comparison Coulomb problem." We should investigate solutions to Eq. (9) for $l<l_{\min }$; but for $l \geq l_{\min }$, we may take the solutions given by Eq. (14'). This means considering the standard nonrelativistic wave mechanics problem of scattering of (negative) electrons from a nucleus of charge $+Z e$ (and infinite mass) with the substitutions

$$
\hbar^{2} / 2 m_{e} \rightarrow 1, \quad Z e^{2} \rightarrow 4 m \omega^{2}
$$

We may immediately compute the "Newtonian" scattering [given by Eq. ( $14^{\prime}$ )] by making these substitutions into the Coulomb formula. In particular, we find the Coulomb "phase shift," $-\Omega_{l}(\omega)$ :

$$
-\Omega_{l}=-\arg \Gamma(l+1+2 i m \omega)
$$

For small $\omega$ and $l=0$

$$
\Omega_{l} \simeq 2 i m \omega \psi(1)
$$

$\psi(x)$ is the logarithmic derivative of $\Gamma(x) ; \psi(1)=$ $0.577 \cdots$ (Euler's constant). The $l=0, \omega \rightarrow 0$ "partial cross section" is then

$$
\frac{d \sigma}{d \Omega} \cong \omega^{-2}|2 i m \omega \psi(1)|^{2} \cong \frac{1}{3}(2 m)^{2}
$$

The summed cross section is given by the Rutherford formula ${ }^{12,13}$

$$
\begin{equation*}
\frac{d \sigma}{d \Omega}=\frac{m^{2}}{\sin ^{4} \theta / 2} \tag{16}
\end{equation*}
$$

[^142]We note in passing that the Einstein deflection $\Delta \theta \simeq 4 m / r_{\perp}$ gives a scattering cross section $d \sigma / d \Omega \simeq$ $m^{2}(\theta / 2)^{-4}$, in satisfactory agreement with Eq. (16) [we expect scalar and vector (light) waves to give the same answer in the geometrical optics limit] and justifying Eq. (14).

We have used the terms "phase shift" and "partial cross section" in the conventional sense, but it should be emphasized that for long-range forces, like the Newtonian gravitational force, these quantities are to a large extent really conventional, although the summed (over $l$ ) cross sections are well defined.

For short-range forces in ordinary quantum mechanics, the separation into partial waves and the separation into "plane incident" and scattered outgoing spherical waves is unambiguous. The boundary condition (usually square integrability at the origin) is also easily handled. Although the boundary condition in the $\phi$-scattering problem was readily found in Sec. IIB above, the separation into "plane" and "scattered" waves and the application of the method of partial waves are more difficult. The difficulty arises partly because of the long-range force which distorts "plane" waves, even asymptotically, but also because of a need in relativity for invariance under coordinate transformation. These problems are dealt with in the next sections.

## D. Form for the Asymptotic "Plane Wave"

A solution which satisfies Eq. (9), if we ignore terms in the equation which are $O\left(r^{*-3} \ln r^{*}\right)$ or smaller, is $r^{*} j_{l}\left(\omega r^{*}\right)$ where $j_{l}$ is a spherical Bessel function with asymptotic behavior $j_{l}(\rho) \rightarrow \rho^{-1} \sin \left(\rho-\frac{1}{2} l \pi\right)$.

It also solves Eq. (14'), if all $O\left(r^{-2}\right)$ terms are ignored. These solutions are significantly different from the solutions for short-range potentials, because the term $\ln r$ appears in the argument of $j_{l}$. In fact, it is well known ${ }^{14}$ that for the comparison Coulomb Eq. (14'), a partial-wave solution has the asymptotic form
$R_{l}$ (Coulomb)
$=\frac{\bar{u}}{r} \rightarrow r^{-1} \sin \left[\omega r+2 m \omega \ln (2 \omega r)-\Omega_{l}(\omega)-l \pi / 2\right]$.

If we were presented with only the partial-wave expansion of this Coulomb solution, it would be impossible to apply straightforward partial-wave scattering theory because of the logarithmic term in Eq. (17), which apparently precludes an unambiguous

[^143]asymptotic phase-shift determination. But the logarithm can be ignored, and it is the $\Omega_{l}(\omega)$ which determines the scattering. We can see this by noting the identity ${ }^{14.15}$
$$
\sum_{l=0}^{\infty}(2 l+1) P_{l}(\cos \theta)=2 \delta(1-\cos \theta)
$$

We use this identity in the definition of the scattering amplitude $f(\theta)$ :

$$
\begin{equation*}
f(\theta)=(2 i \omega)^{-1} \sum_{l=0}^{\infty}(2 l+1)\left(e^{2 i \delta_{l}}-1\right) P_{l}(\cos \theta) \tag{18}
\end{equation*}
$$

to obtain, for $\theta \neq 0$ :

$$
\begin{equation*}
f(\theta \neq 0)=(2 i \omega)^{-1} \sum_{l=0}^{\infty}(2 l+1) e^{2 i \delta_{l}} P_{l}(\cos \theta) \tag{19}
\end{equation*}
$$

Note that this holds only for the summed scattering amplitude. But in Eq. (19), it is clear that if $\delta_{l}$ is real, then additive terms in $\delta_{l}$ which are independent of $l$ in the asymptotic region-even if they involve $\ln r$-change the value of $f(\theta \neq 0)$ by only a phase. They do not affect $|f(\theta \neq 0)|^{2}$, and we have, for instance,

$$
\begin{aligned}
\frac{d \sigma}{d \Omega}(\theta \neq 0) & =f^{*}(\theta \neq 0) f(\theta \neq 0) \\
& =(2 \omega)^{-2}\left|\Sigma(2 l+1) e^{-2 i \Omega_{l}(\omega)} P_{l}(\cos \theta)\right|^{2}
\end{aligned}
$$

the scattering cross section for the equivalent Coulomb problem, Eq. (14').

We are dealing with a potential $\sim r^{-1}$ at large distances. [It is explicitly $1 / r$ in Eq. (14) and the longrange character is included in the definition of $r^{*}$, and so appears when solutions of Eq. (9) are expressed as a function of $r$.] Both the forward-scattering amplitude and the total-scattering cross section (which diverge for $r^{-n}, n \gtrless 3$ and $n \gtrless 2$, respectively, ${ }^{14}$ ) are infinite. The only relevant quantity remaining to calculate or measure is the differential-scattering cross section. We thus lose nothing by modifying the forward behavior of $f(\theta)$, as was done in going from Eq. (18) to Eq. (19) above.

Ambiguities still exist in the definition of each particular phase shift, since we must decide which zero point to take for $\delta_{l}$. (We must clearly take the same reference for every $\delta_{l}$.) For short-range forces the phase shifts are also required to give the correct total cross section, which effectively fixes them so that $\lim \delta_{l}=0$, but this normalization does not hold for $\stackrel{l \rightarrow \infty}{\text { Coulomb quantum scattering. }}$

[^144]We fix the constant in $\delta_{l}$ by demanding that the $\delta_{l}(\omega)$ approach $-\Omega_{l}(\omega)$, the phase shifts for the equivalent Coulomb problem (14'), for large $l$. (For fixed $\omega$ these are the partial-wave components which always stay far from the scattering center.) We do this by taking the integration constant in Eq. (8) to be $2 m \ln (4 m \omega)$, so

$$
\begin{equation*}
r^{*}=r+2 m \ln [2 \omega(r-2 m)] \tag{20}
\end{equation*}
$$

As $r \rightarrow \infty, r^{*} \rightarrow r_{c}+O(m / r)$, where

$$
r_{\mathrm{c}}=r+2 m \ln (2 \omega r)
$$

is the combination appearing in the Coulomb partialwave terms, Eq. (17). Thus, by the argument in Sec. IIC above, the phase shifts determined by Eq. (9), $\delta_{l}(\omega)$, tend to $-\Omega_{l}(\omega)$ as $l \rightarrow \infty$.

The method to use is ( $14^{\prime}$ ) and the known Coulomb phase shifts for the large $l$ partial waves, and to apply Eq. (9) with the constant fixed by Eq. (20) to find the few small $l$ phase shifts which will be significantly different, because of the effective potential $V\left(r^{*}\right)$, from the Coulomb ones. [We actually compute only one partial wave from Eq. (9), the $l=0, \omega \rightarrow 0$ case.]

It is easy to show that this choice of constant (20) and this type of partial-wave manipulation is equivalent to splitting the total solution $\phi$ into

$$
\begin{align*}
& \phi_{\text {"plane" }}= \frac{r^{*}}{r} e^{i \omega r^{*} \cos \theta} \\
& \rightarrow(\omega r)^{-1} \sum i^{l}(2 l+1) P_{l}(\cos \theta) \\
& \quad \times \sin \left(\omega r^{*}-l \pi / 2\right),  \tag{21a}\\
& \phi_{\text {"out" }}= \phi-\phi_{\text {".plane" }} \\
& \rightarrow(2 i \omega)^{-1} r^{-1} e^{i \omega r^{*}} \\
& \times \sum^{(2 l+1)\left(e^{2 i \delta_{l}}-1\right) P_{l}(\cos \theta),} \tag{21b}
\end{align*}
$$

where the $\delta_{l}(\omega)$ are obtained by the usual partial-wave manipulation of the radial equation, treating $r^{*}$ as an ordinary radial variable at infinity. Note that each term in the sums of Eq. (21) is an asymptotic solution to Eq. (9) and Eq. (14). ${ }^{16}$

## E. Coordinate Invariance of the Scattering Cross Section

The total (incident + outgoing) solution to Eq. (9) or (14) for each partial wave has an asymptotic form like

$$
\begin{equation*}
u_{l} \rightarrow \sin \left(\omega r^{*}-l \pi / 2+\delta_{l}\right) . \tag{22}
\end{equation*}
$$

Since adding a constant to $r^{*}$ amounts to adding a constant to each of the phase shifts, the summed differential cross section is independent of the choice

[^145]of the constant in $r^{*}$. Similarly, coordinate changes $r^{\prime}=r+$ const $+O\left(r^{-1}\right)$ add only an $l$-independent constant to the phase shift in the asymptotic region, and so the summed differential cross section is invariant under them. Also, the asymptotic value ( $|\omega|$ in the $z$ direction) of the current given by the "plane" wave part Eq. (21a) of the total solution is invariant both under $r^{\prime}=r+$ const $+O\left(r^{-1}\right)$ and under additive constants in $r^{*}$, as can be verified by direct calculation.

We emphasize that the constant in Eq. (20) is irrelevant for determining a summed-scattering cross section, but the choice of (20) allows us to compute only a few phase shifts and then rely on tabulated Coulomb results for the higher $l$ values.

## III. CALCULATION OF CROSS SECTIONS

$$
\text { A. Exact solution for } \omega=0, l=0
$$

We write Eq. (9) for $l=0, \omega=0$ :

$$
\left(1-\frac{2 m}{r}\right)\left[\frac{d}{d r}\left(1-\frac{2 m}{r}\right) \frac{d}{d r}-\frac{2 m}{r^{3}}\right] u=0 .
$$

This equation has the solution $u=r$, as may be verified by direct substitution. We make use of this solution in the following sections as a starting point for our discussion of small $\omega$ behavior. It is especially useful since, as shown below, in the limit $\omega=0$ this solution is exactly the scattering solution that we require (i.e., it solves the equation and fits the boundary condition.)

## B. Calculation at Low Energy

It is shown in the Appendix that the scattering length approximation is valid for the $l=0, \omega \rightarrow 0$ case which we now consider.

The ingoing wave condition at $y^{*}=-\infty$ corresponds (in the scattering length approximation) to

$$
\begin{align*}
u & =1-i q y^{*}+O\left(q^{2} y^{* 2}\right) \\
\frac{d u}{d y^{*}} & =-i q+O\left(q^{2} y^{* 2}\right) \tag{23}
\end{align*}
$$

for $y^{*} \rightarrow-\infty$ with $q y^{*} \ll 1$. [The potential falls off exponentially in this region, so this ingoing condition is well satisfied for $y^{*}$ even slightly to the inside of the peak of $V\left(y^{*}\right)$.] As $q \rightarrow 0$, these become

$$
u \simeq 1, \quad d u / d y^{*} \simeq 0
$$

The $q=0$ wavefunction, $u\left(y^{*}\right)=y$, fits smoothly onto the ingoing wave Eq. (23) with errors of order $q$ (see Appendix). We thus take ingoing free waves in the region inside the peak in $V\left(y^{*}\right)$, match them smoothly to this solution $u=y$, which is valid in the region where the potential dominates, and then match (by a scattering-length approximation) to a combination of
ingoing and outgoing free waves on the outside of the peak in $V\left(y^{*}\right)$. In the $q=0$ limit, we may approximate the free waves outside by a straight line, just as we approximated those on the inside by a straight line (of zero slope).

We make the outside match at some matching point. The wavefunction must have continuous amplitude and slope.

```
yo \equiv(Solution for potential region at match)
    =(solution for free region at match) \equivA(y0
```

$A$ and $b$ are constants to be determined; the subscript zero means "at the joining point." For $y^{*} \gg 1$, $V\left(y^{*}\right) \sim y^{*-3}$, and the joining point will be the point where $V\left(y_{0}\right) \simeq h^{-3} q^{2}$ for some constant $h$ of order unity. We may write

$$
\begin{equation*}
y_{0} \equiv h y_{+T P} \simeq h q^{-\frac{2}{2}} . \tag{25}
\end{equation*}
$$

Here $y_{+T P}$ is the outside turning point:

$$
q^{2}=y_{+T P}^{-3}\left(1-y_{+T P}^{-1}\right) .
$$

Matching slopes, we have

$$
\begin{gather*}
\left.A \equiv \frac{d y}{d y^{*}}\right|_{0}=1-y_{0}^{-1}  \tag{26}\\
b=y_{0}\left(1-y_{0}^{-1}\right)^{-1}-y_{0}^{*} \tag{27}
\end{gather*}
$$

The wavefunction $u$ may be written (for large $y_{0}$ )

$$
\begin{equation*}
u \simeq\left(1-y_{0}^{-1}\right)\left(y^{*}+y_{0}+1-y_{0}^{*}\right) \tag{24a}
\end{equation*}
$$

and is clearly independent of additive constants in $y^{*}$.
The explicit form for $y^{*}$ which was chosen in Eq. (20) is

$$
y^{*}=y+\ln [2 q(y-1)] .
$$

Substituting this into Eq. (27), we find (in the limit $q \rightarrow 0$ so $y_{0} \gg 1$ )

$$
b \simeq 1-\ln \left[2 q\left(y_{0}-1\right)\right] .
$$

From Eq. (25) above, we have

$$
\begin{equation*}
b \simeq 1-\ln \left[2 q\left(h q^{-\frac{f}{5}}\right)\right]=1-\ln 2 h-\frac{1}{3} \ln q . \tag{28}
\end{equation*}
$$

We note that Eq. (28) contains a term proportional to $\ln q$. This term cannot be subtracted out of the scattering length $b$, as constants in $y^{*}$ can be, because it is a specifically small $l$ term. As mentioned in Sec. IIID below, the higher angular momentum components are kept from feeling the effective potential $V\left(y^{*}\right)$ by the centrifugal terms $l(l+1) / r$. Only the small $l$ solutions can feel the $y^{*-3}$ potential which gives the logarithmic shift. [In the "starred" coordinate, the wavefunction in the potential region is suffering a logarithmic phase shift compared to the "free" wave $\sim \sin q y^{*}$. The difference between the inner solution and the comparison free wave increases as the turning point moves out ( $y_{+T P} \simeq h q^{-\frac{8}{5}}$ ) so the value of this logarithmic shift increases.]

Since we argue that only the $l=0$ term will be significantly different from the Coulomb result, we conclude there must be a logarithmic term in the summed differential cross section.

The absorption cross section is particularly easy to determine. On the inside of the potential bump, the wavefunction $u$ has unit amplitude and its imaginary part $-i \sin q y^{*}$ is approximately zero. The wavefunction on the outside, however, is

$$
u \simeq y^{*} \simeq q^{-1} \sin q y^{*}
$$

We see that the ratio of the amplitudes, outside to in, is $q^{-1}$; so if the incident wave (outside) were normalized, we would have no flux on the inside of the potential barrier as $q \rightarrow 0$. We may immediately conclude that there is no absorption in the $s$ wave, $\omega \rightarrow 0$ limit. From the way this result was obtained, it is clearly coordinate invariant.

An observer who is monitoring extremely long wavelength scattering may, in fact, be within the effective potential region. This observer will see the solution $u=r$. This corresponds to $R=r / r=$ const, i.e., $\phi(S$ wave $)=$ constant in space. (Of course there will be the slow time variation also.) The observer then sees no reason to prefer the origin over any other point. He would say that the scattering cross section is zero, since otherwise the location of the massive scatterer would have been distinguished by the behavior of the field.

As an example, if the orbit of the earth $(\sim 1.5 \times$ $10^{8} \mathrm{~km} ; y_{E}=r_{E} / 2 \mathrm{~m} . \sim 0.5 \times 10^{8}$ ) is within the region of the effective potential due to the sun, we must have

$$
y_{E}^{\frac{3}{2}} \sim q^{-1} \sim \text { wavelength } / 2 m . \sim 0.3 \times 10^{12}
$$

so

$$
\begin{aligned}
\text { wavelength } & \sim 10^{12} \mathrm{~km}, \\
\text { period } & \sim 3 \times 10^{6} \mathrm{sec}, \\
& \sim \text { month } .
\end{aligned}
$$

Periods of this order or longer are of cosmological interest.

## C. Cutoff for the Divergent Zero-Energy Cross Section

The last paragraphs of Sec. IIIB have shown (a) that an observer in the free wave zone would note a logarithmically diverging scattering length, but (b) an observer within the potential-dominated region would not be able to see any scattering at all.
We have a scattering cross section

$$
\frac{d \sigma}{d \Omega}=b^{2} \simeq\left[2 a m+\frac{2 m}{3} \ln (2 \omega m)\right]^{2},
$$

where $a$ is a constant of order unity. We see that as
$\omega \rightarrow 0$, the scattering length becomes infinite. However, the size of the universe gives a cutoff for this infinity, and the cutoff is rather small.

Consider the case of an OS star of one solar mass. Since $\omega_{\min } \sim 1 / R_{H}$ where $R_{H}=$ "Radius of the universe" $\sim 10^{28} \mathrm{~cm}$ (the Hubble radius),

$$
\begin{aligned}
b & \simeq 2 m\left[a+\frac{1}{3} \ln \left(10^{5} \times 10^{-28}\right)\right] \\
& \simeq 2 m[a-23] \sim 50 \mathrm{~km}
\end{aligned}
$$

In this case there is nothing like an infinity. The longest scattering length occurs for $m \sim R_{H}$, in which case the scattering length $b \sim R_{H}$, also. The scattering length decreases monotonically for decreasing mass of the scatterers.

## D. Higher Energy and Angular Momentum

The results given above hold only for the $S$-wave case in the zero-frequency limit. If $S$ waves with $\omega^{2}$ greater than

$$
V_{\text {peak }}=3\left(\frac{3}{16} \cdot \frac{1}{2 m}\right)^{2}=\frac{0.105}{(2 m)^{2}}
$$

are incident, they will be little affected by the bump, and so the absorption cross section would go up and the scattering becomes more "Newtonian" for $s$ waves.

Since the effective potential is a close-in effect $\left(r_{\text {peak }}=\frac{4}{3} 2 m\right)$, the higher angular momenta will be prevented by the repulsive centrifugal potential from feeling it. Recall the definition of a "distance of closest approach," $r_{\perp}=[l(l+1)]^{\frac{1}{2}} / \omega$. For any frequency low enough to feel the potential ( $\omega \nLeftarrow \frac{1}{2} m$ ), we have $r_{\perp} \geq 2 m[l(l+1)]^{\frac{1}{2}}$. For $l=1$ this is already outside, though near, the peak of the effective repulsive potential. Lower-frequency waves (for $l \neq 0$ ) will remain farther away and won't be affected by the effective potential, while higher-frequency waves, though they can get in to the peak of the effective potential, are not much affected by it. Thus we conclude, as Hildreth did by a similar argument, that the higher angular momentum components suffer essentially Newtonian scattering. However, there is a range ( $\omega \sim \frac{1}{2} m$ ) where the $l=1$ waves are somewhat affected by the non-Newtonian aspects of the scattering.
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## APPENDIX: MATCHING BETWEEN FREE AND POTENTIAL REGIONS

Because $V\left(y^{*}\right) \sim \exp \left(y^{*}\right)$ for $y^{*} \rightarrow-\infty$, the potential falls off very quickly inside the peak, and so
the linear approximation can be used ( $e^{-i q y^{*}} \simeq$ 1 - iqy*). The turning point $y_{-T P}^{*}$, where the potential becomes negligible, occurs at a negative $y^{*}$ which is much smaller than a wavelength ( $\sim q^{-1}$ ).

Similarly, on the outside of the potential bump, the wavelength is $\sim q^{-1}$, while the turning point goes as $q^{-\frac{2}{3}}$. Thus the linear approximation through the turning point region is valid at both sides of the potential region.

Now consider the match at the inside of the potential. We assume the matching is done exactly at $y_{-T P}^{*}$, and note that the interior wave has $u=y$ and

$$
\begin{gathered}
y_{-T P} \simeq 1+q^{2} \\
\left.\frac{d y}{d y^{*}}\right|_{-T P}=\left(1-y_{-T P}^{-1}\right) \simeq q^{2}
\end{gathered}
$$

The ingoing free wave has $u=\exp \left(-i q y^{*}\right):$

$$
\begin{aligned}
& u\left(y_{-T P}^{*}\right) \simeq 1-i q y_{-T P}^{*} \\
& \left.\frac{d u}{d y^{*}}\right|_{-T P} \equiv u_{-T P}^{\prime} \simeq-i q
\end{aligned}
$$

For sufficiently small $q$, the errors in joining these functions become small with $q$. Thus the solution $u=y$ is the correct continuation, in the potential region, of the ingoing wave determined by the boundary condition. We can see that errors in the match described here do not propagate and accumulate to cause large errors in the wavefunction for $y^{*} \rightarrow+\infty$. For we can write the relevant integral equations:

$$
\begin{align*}
u^{\prime}\left(x^{*}\right) & =\int_{y^{*}-T P}^{x^{*}} V u d y^{*}-\int_{y^{*}-T P}^{x^{*}} u q^{2} d y^{*}+u^{\prime}\left(y_{-T P}^{*}\right),  \tag{A1}\\
u\left(x^{*}\right) & =\int_{y^{*}-T P}^{x^{*}}\left[u^{\prime}\left(y_{-T P}^{*}\right)\right. \\
& \left.+\int_{y^{*}-T P}^{z^{*}}\left(V-q^{2}\right) u d y^{*}\right] d z^{*}+u\left(y_{-T P}^{*}\right) . \tag{A2}
\end{align*}
$$

Consider (A1). Since $u\left(y^{*}\right)$ is of order unity near the potential peak, errors of order $q$ in $u\left(y^{*}\right)$ will lead only to errors of order $q$ in the first integral. The kinetic term will be of order $q^{2}$, so the second integral goes to zero as $q^{2}$. The error in $u^{\prime}$ at the inside matching point is also of order $q$, and so the last term $u\left(y_{-T P}^{*}\right)$ is of that order (since it is of at least that smallness in the two solutions matched at $y_{-T P}^{*}$ ). Thus errors of order $q$ in $u$ can make only errors of order $q$ in $u^{\prime}$. Consideration of (A2) in the same way then shows that the system is stable; errors of order $q$ in $u^{\prime}$ induce only errors of order $q$ in $u$.
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#### Abstract

The pair distribution function $D_{2}\left(x_{1}, x_{2}\right)$ for an infinite system of one-dimensional hard rods, each of length $d$, is derived directly from the expression for a finite system. In addition, for a finite system of $N$ rods, it is shown that $D_{2}\left(x_{1}, x_{2}\right)$ is constant in the region of translational invariance if $\left|x_{2}-x_{1}\right| \geq$ ( $N-1$ )d. A relationship between $D_{2}\left(x_{1}, x_{2}\right)$ and $D_{1}(x)$ is also discussed.


## I. INTRODUCTION

In a recent paper, Leff and Coopersmith ${ }^{1}$ have discussed the translational invariance properties of a finite one-dimensional hard core fluid. In particular, they have discussed a system of $N$ identical hard rods, each of length $d$, in the interval $[0, L]$. They have shown that the canonical two-particle distribution function, $D_{2}\left(x_{1}, x_{2}\right)$, is translationally invariant if $(N-2) d \leq x_{1}, x_{2} \leq L-(N-2) d$.
The purpose of this paper is to present the result that, for a finite system, $D_{2}\left(x_{1}, x_{2}\right)$ is constant in the region of translational invariance if $\left|x_{2}-x_{1}\right| \geq$ ( $N-1$ )d. In addition, we show how the well-known expression for the two-particle distribution function in an infinite system follows directly from the result for the finite system. ${ }^{2}$
Section II of this paper contains the essentials of the calculation. We borrow notation and results quite liberally from Ref. 1.
In Sec. III we discuss the results in the light of a connection between $D_{2}\left(x_{1}, x_{2}\right)$ and $D_{1}(x)$.

## II. $D_{2}$ IN THE REGION OF <br> TRANSLATIONAL INVARIANCE

The ordered two-particle distribution function in the canonical ensemble, where by ordered is meant $x_{1} \leq x_{2}$ as given in Ref. 1 , is

$$
\begin{aligned}
& D_{2}^{0}\left(x_{1}, x_{2}\right)=\frac{(M+1)!}{2 \xi^{M+1}} \sum^{\prime \prime} \frac{\left(x_{1}-n d\right)^{n}}{n!} \\
& \quad \times \frac{\left(L-x_{2}-m d\right)^{m}}{m!} \frac{\left[x_{2}-x_{1}-(l+1) d\right]^{l}}{l!} \theta_{1} \theta_{2} \theta_{3},
\end{aligned}
$$

where

$$
M=N-1, \xi=L-M d, \theta(s)= \begin{cases}1, & \text { for } s \geq 0 \\ 0, & \text { for } s<0\end{cases}
$$

and

$$
\begin{gather*}
\theta_{1}=\theta\left(x_{1}-n d\right), \quad \theta_{2}=\theta\left(L-x_{2}-m d\right), \\
\theta_{3}=\theta\left(x_{2}-x_{1}-l d-d\right) . \tag{2}
\end{gather*}
$$

The doubly primed summation means $n, m$, and $l$ run

[^146]from zero to $M-1$ subject to the condition that $l+n+m=M-1$.

Since we are in the region of translational invariance, that is $(M-1) d \leq x_{1}, x_{2} \leq L-(M-1) d, \theta_{1}=$ $\theta_{2}=1$. If we define

$$
\begin{equation*}
y \equiv \frac{x_{2}-x_{1}-d}{d} \tag{3}
\end{equation*}
$$

and

$$
\begin{align*}
C & \equiv L-\left(x_{2}-x_{1}\right)-(M-l-1) d \\
& =\left(\frac{\xi}{d}+l-y\right) d \tag{4}
\end{align*}
$$

then, after some manipulation, we have

$$
\begin{align*}
& D_{2}^{0}\left(x_{1}, x_{2}\right)=\frac{(M+1)!}{2 \xi^{M+1}} \sum_{l=0}^{M-1} \frac{d^{l}(y-l)^{l}}{l!} \theta(y-l) \\
& \quad \times \sum_{n=0}^{M-1-l} \frac{\left(x_{1}-n d\right)^{n}}{n!} \frac{\left(C-x_{1}+n d\right)^{M-1-l-n}}{(M-1-l-n!)} . \tag{5}
\end{align*}
$$

(Note: In Ref. 1, C is referred to as $\xi_{l}^{(2)}$.) But from Theorem 1 in Ref. 1, we have the rather amazing result that the second summation is independent of $x_{1}$. Furthermore, it is given by
$\sum_{n=0}^{P} \frac{(x-n d)^{n}}{n!(P-n)!}[C-(x-n d)]^{P-n}=\sum_{n=0}^{P} \frac{(-d)^{P-n}}{n!} C^{n}$,
where $P=M-1-l$. Thus, (5) can be simplified to read

$$
\begin{align*}
D_{2}^{0}\left(x_{1}, x_{2}\right)= & \frac{(M+1)!}{2 \xi^{M+1}}(-d)^{M-1} \sum_{l=0}^{M-1} \sum_{n=0}^{M-1-l} \frac{(-1)^{l+n}}{l!n!} \\
& \times(y-l)^{l}\left(\frac{\xi}{d}+l-y\right)^{n} \theta(y-l), \tag{7}
\end{align*}
$$

where we have put back the explicit form of $C$. If the expression $(\xi / d+l-y)^{n}$ in (7) is expanded by the binomial theorem, we obtain
$D_{2}^{0}\left(x_{1}, x_{2}\right)=\frac{(M+1)!(-d)^{M-1}}{2 \xi^{M+1}}$
$\times \sum_{i=0}^{M-1} \sum_{n=0}^{M-1-l} \sum_{k=0}^{n} \frac{(-1)^{l}(y-l)^{l+n-k}}{l!k!(n-k)!} \theta(y-l)\left(-\frac{\xi}{d}\right)^{k}$.

We now observe that

$$
\sum_{l=0}^{M-1} \sum_{n=0}^{M-1-l} \sum_{k=0}^{n}=\sum_{n=0}^{M-1} \sum_{k=0}^{n} \sum_{l=0}^{M-1-n}=\sum_{k=0}^{M-1} \sum_{n=k}^{M-1} \sum_{l=0}^{M-1-n} .
$$

If we change the summation variables such that

$$
\lambda=n-k, \quad s=M-1-k,
$$

then

$$
\sum_{k=0}^{M-1} \sum_{n=k}^{M-1} \sum_{l=0}^{M-1-n}=\sum_{s=0}^{M-1} \sum_{\lambda=0}^{s} \sum_{l=0}^{s-\lambda}
$$

One final variable change is now necessary to obtain the desired form, that is

This implies

$$
p=l+\lambda
$$

$$
\sum_{\lambda=0}^{s} \sum_{l=0}^{s-\lambda}=\sum_{p=0}^{s} \sum_{l=0}^{p}
$$

$D_{2}^{0}\left(x_{1}, x_{2}\right)$ can now be written, after some rearranging, as

$$
\begin{align*}
& \frac{(M+1)!}{2 \xi^{2}} \sum_{s=0}^{M-1} \frac{(-d / \xi)^{s}}{(M-1-s)!} \sum_{p=0}^{s} \sum_{l=0}^{p} \frac{(-1)^{l}}{l!(p-l)!} \\
& \times(y-l)^{p} \theta(y-l) . \tag{9}
\end{align*}
$$

Let us consider the special situation where $y \geq$ $M-1$. This is equivalent to requiring $x_{2}-x_{1} \geq M d$. If $y$ is subject to this restriction it is clear that

$$
\theta(y-l)=1
$$

for all possible $l$. The $l$ summation that appears in (9) is now a special case of the sum considered in (6). In particular, it corresponds to the situation where $C=0$. The ordered two-particle distribution function, subject to this condition, can be simplified to

$$
\begin{align*}
D_{2}^{0}\left(x_{1}, x_{2}\right) & =\frac{(M+1)!}{2 \xi^{2}} \sum_{s=0}^{M-1}\left(\frac{-d}{\xi}\right)^{s} \frac{(s+1)}{(M-1-s)!} \\
& =\text { a constant. } \tag{10}
\end{align*}
$$

Thus, $D_{2}^{0}\left(x_{1}, x_{2}\right)$ is a constant in the region of translational invariance whenever $x_{2}-x_{1} \geq M d$. A sufficient condition that such values of $x_{1}, x_{2}$ exist is that the number density be less than one th: rd of the closepacking density.

In order to obtain $D_{2}^{0}\left(x_{1}, x_{2}\right)$ in the thermodynamic limit, for values of $x_{1}$ and $x_{2}$ in the region of translational invariance it is convenient to rewrite Eq. (9) in a slightly different form. Define

$$
\zeta \equiv M d / \xi
$$

and

$$
A(p, y) \equiv \sum_{l=0}^{p} \frac{(-1)^{l}}{l!(p-l)!}(y-l)^{p} \theta(y-l)
$$

$D_{2}^{0}\left(x_{1}, x_{2}\right)$ can now be written as

$$
\begin{align*}
D_{2}^{0}\left(x_{1}, x_{2}\right) & =\frac{(M+1)(M)}{2 \xi^{2}} \\
& \times \sum_{s=0}^{M-1} \sum_{p=0}^{s} A(p, y) \frac{(-\zeta)^{s}(M-1)!}{(M-1-s)!M^{s}} \tag{11}
\end{align*}
$$

Changing the order of summations this becomes

$$
\begin{align*}
D_{2}^{0}\left(x_{1}, x_{2}\right)=\frac{(M+1)(M)}{2 \xi^{2}} & \sum_{p=0}^{M-1} A(p, y) \sum_{s=p}^{M-1}(-\zeta)^{s} \\
& \times \frac{(M-1)!}{(M-1-s)!M^{s}} \tag{12}
\end{align*}
$$

We are interested in obtaining $D_{2}^{0}\left(x_{1}, x_{2}\right)$ in the limit as $N, L \rightarrow \infty$ such that $D=N / L=$ constant. The requirement that there exist a region of translational invariance in the thermodynamic limit is that the number density be less than one-half the close-packing density. As a consequence, the region of translational invariance is infinite and $0<\zeta<1$. In what follows we do not present an exact derivation of the limiting form of $D_{2}^{0}\left(x_{1}, x_{2}\right)$ but give a convincing plausibility argument. The result can be proved rigorously, but the proof is rather tedious and will not be presented. For finite $s$,

$$
\frac{(M-1)!}{(M-1-s)!M^{s}} \rightarrow 1 \quad \text { as } \quad M \rightarrow \infty
$$

Thus, in the thermodynamic limit, one would expect Eq. (12) to become

$$
\begin{equation*}
D_{2}^{0}\left(x_{1}, x_{2}\right)=\frac{D^{2}}{2(1-D d)^{2}} \sum_{p=0}^{\infty} A(p, y) \sum_{s=p}^{\infty}(-\zeta)^{s} \tag{13}
\end{equation*}
$$

Since $0<\zeta<1$,

$$
\begin{equation*}
\sum_{s=p}^{\infty}(-\zeta)^{s}=\frac{(-\zeta)^{p}}{1+\zeta} \tag{14}
\end{equation*}
$$

But $1 /(1+\zeta)=1-D d$. Hence, from the definition of $A(p, y)$ we have

$$
\begin{align*}
D_{2}^{0}\left(x_{1}, x_{2}\right) & =\frac{D^{2}}{2(1-D d)} \\
& \times \sum_{p=0}^{\infty} \sum_{l=0}^{p} \frac{(-\zeta)^{p}(-1)^{l}(y-l)^{p} \theta(y-l)}{l!(p-l)!} \tag{15}
\end{align*}
$$

If we interchange the order of summation and shift the $p$ index by $l$, we obtain the final form

$$
\begin{align*}
& D_{2}^{0}\left(x_{1}, x_{2}\right)=\frac{D^{2}}{2(1-D d)} \sum_{l=0}^{\infty} \frac{[\zeta(y-l)]^{l}}{l!} \\
& \times e^{-\zeta(v-l)} \theta(y-l) . \tag{16}
\end{align*}
$$

To see that this is equivalent to the result of Salsburg,

Zwanzig, and Kirkwood, ${ }^{2}$ define

$$
x \equiv \frac{\left|x_{2}-x_{1}\right|}{d} \quad \text { and } \quad l=\frac{1}{D d} .
$$

The two-particle distribution function then becomes

$$
\begin{align*}
D_{2}\left(x_{1}, x_{2}\right)= & \frac{1}{l d^{2}(l-1)} \sum_{k=1}^{\infty} \frac{1}{(k-1)!}\left(\frac{x-k}{l-1}\right)^{k-1} \\
& \quad \times \exp \left[-\left(\frac{x-k}{l-1}\right)\right] \theta(x-k) . \tag{17}
\end{align*}
$$

Note that this is the expression for $D_{2}\left(x_{1}, x_{2}\right)$ rather than $D_{2}^{0}\left(x_{1}, x_{2}\right)$; the factor $\frac{1}{2}$ that appears in (16) does not appear in (17) because the variables are no longer ordered.

## III. DISCUSSION

The purpose of this paper has been to derive, from the result for a finite system, the canonical twoparticle distribution function $D_{2}\left(x_{1}, x_{2}\right)$ in the thermodynamic limit for values of $x_{1}, x_{2}$ in the region of translational invariance. In addition, we proved that, for a finite system, $D_{2}\left(x_{1}, x_{2}\right)$ is constant in the region of translational invariance if $\left|x_{2}-x_{1}\right| \geq$ $(N-1) d$.
It is interesting to note that, for the infinite system, there is a relationship between the two-particle distribution function and the one-particle distribution function. In Ref. 1, it was proved that, in the thermodynamic limit,

$$
\begin{aligned}
D_{1}(x)= & \frac{D}{1-d D} \sum_{n=0}^{k} \frac{1}{n!}\left[\frac{D(x-n d)}{1-d D}\right]^{n} \\
& \quad \times \exp \left[-\frac{(x-n d) D}{1-d D}\right]
\end{aligned}
$$

where $k d \leq x \leq(k+1) d$. In our notation this can be written as

$$
D_{1}(x)=\frac{D}{1-d D} \sum_{n=0}^{\infty} \frac{\left[\zeta\left(y^{\prime}-n\right)\right]^{n}}{n!} e^{-\zeta\left(y^{\prime}-n\right)} \theta\left(y^{\prime}-n\right),
$$

where $y^{\prime}=x / d . D_{1}(x)$ is the density at a finite distance $x$ from the wall. The similarity between this relation and the result obtained in Sec. II for the two-particle distribution, i.e.,
$D_{2}\left(x_{1}, x_{2}\right)=\frac{D^{2}}{1-d D} \sum_{n=0}^{\infty} \frac{[\zeta(y-n)]^{n}}{n!} e^{-\zeta(y-n)} \theta(y-n)$,
where $y=\left(x_{2}-x_{1}-d\right) / d$, is striking. Intuitively, however, it seems quite reasonable that these functions should be so connected. Recall that the condition that there is a hard wall at $x=0$ is equivalent to having a fixed particle at $x=-d$. Therefore, $D_{1}(x)$ is related to the probability of finding a particle at $x$ knowing there is a particle at $-d$. Hence, in essence, it is a two-particle distribution function. There is a similar connection between the fact that $D_{1}(x)$ is constant in the region of translational invariance and the fact that $D_{2}\left(x_{1}, x_{2}\right)$ is constant in the region of translational invariance if $\left|x_{2}-x_{1}\right| \geq$ $(N-1) d$.

We conclude this section with a question. Is the connection between $D_{2}\left(x_{1}, x_{2}\right)$, where $x_{1}, x_{2}$ are in the interior of the fluid, and $D_{1}(x)$, where $x$ is near a wall, peculiar to one-dimensional hard rods or is it more general?
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#### Abstract

This paper contains a detailed analysis of the Bose condensation of an ideal Bose gas, finite in one dimension and infinite in the other two. Limiting processes, which were treated questionably in previous work, are here re-examined, and some seemingly paradoxical conclusions of the past work are explained. Two new concepts emerge-those of "further generalized Bose condensation" (FGBC) and "anisotropic off-diagonal long-range order" (AODLRO). The two concepts are shown to be connected to each other, and both are shown to exist at $T=0$ for the model discussed.


## 1. INTRODUCTION

This paper is part of an investigation about offdiagonal long-range order (ODLRO) in systems in which at least one dimension is finite or zero. The results we aim at have close bearing on a kind of ODLRO which can be said to exist in a laser beam which is reflected between two parallel mirrors. They are also related to the properties of a one-dimensional system of "electrons" and "ions" on a circle, interacting with a potential whose Fourier transform is $1 / k^{2}$, which are developed in detail in another paper. ${ }^{1}$

In the present paper, we restrict ourselves to a reexamination of Ziman's discussion ${ }^{2}$ of thin ${ }^{4} \mathrm{He}$ films.
In 1953 Ziman came to the seemingly paradoxical conclusion that a three-dimensional system of free Bosons with energies $\sim k^{2}$, two dimensions of which are infinite $\left(L^{2}=\infty^{2}\right)$ while the third is finite ( $D<\infty$ ), cannot undergo a Bose condensation (i.e., $T_{c}=0$ ) no matter how large $D$ may be. More recent papers ${ }^{3}$ have corroborated the computational parts of Ziman's results without, however, challenging his basic method. We arrived at the conclusion that although his method contains two questionable steps (the unjustified interchange of two limiting processes and the unjustified but vital assumption of the smallness of a parameter), his results are nonetheless valid. We show this by giving two alternative versions of his calculation: one version tries to follow his as closely as possible; the other uses a more general and much shorter calculation. From this case we draw two conclusions. First, the introduction of interactions, however weak, whether short- or long-range, makes a drastic change in the properties of a Bose system and may compensate for the finiteness of a dimension. This again is closely connected with

[^147]Schafroth's finding ${ }^{4}$ that the wavefunction in a finite box changes from sinusoidal to a practically flat shape due to the self-consistent field set up by the interactions: i.e., the wavefunction "forgets" the existence of the boundary, up to very small distances from the latter. The second conclusion stems from the question whether all semblance to a Bose condensation (BC) is indeed lost in Ziman's case or whether, at least, some kind of generalized Bose condensation (GBC) ${ }^{5}$ and ODLRO will still hold. In trying to answer this question, two concepts seem to suggest themselves:
(1) A "further generalized Bose condensation" (FGBC), which can loosely be defined as a situation in which a finite fraction of the particles condenses into a subset of measure zero of the set of states (see Sec. 3 for a more accurate definition). This subset is not necessarily "infinitesimally close to the $k=0$ state" as in Girardeau's GBC, and we show that indeed the Ziman model exhibits such a situation at $T=0$.
(2) "Anisotropic off-diagonal long-range order" (AODLRO), e.g., in $\rho_{1}$, meaning that

$$
\langle x y z| \rho_{1}\left|x y z^{\prime}\right\rangle \rightarrow \rho_{c} \neq 0
$$

when $\left|z-z^{\prime}\right| \rightarrow \infty$ (or when $\left|z-z^{\prime}\right| \rightarrow D$, where $D$ is the length of the box in the $z$-direction), whereas $\left\langle\rho_{1}\right\rangle \rightarrow 0$ when $\left|x-x^{\prime}\right| \rightarrow \infty$ or $\left|y-y^{\prime}\right| \rightarrow \infty$. This concept derives its importance from the anisotropic type of ODLRO which may be said to exist in a laser (coherent radiation field between two mirrors). The interesting aspect of Ziman's model from this point of view is, however, that it provides another case of AODLRO, as we show in Sec. 3, where we also prove a theorem on the equivalence of FGBC and AODLRO, analogous to Girardeau's theorem ${ }^{5}$ on the equivalence of GBC and ODLRO.

Models with FGBC and AODLRO at $T \neq 0$ will

[^148]be exhibited elsewhere. Here we merely wish to introduce these concepts and exhibit them in a simple case.

## 2. ZIMAN'S CALCULATIONS FOR THIN BOSE FILMS: AN ALTERNATIVE PROCEDURE

In 1953, J. M. Ziman ${ }^{2}$ intended to show that a film of large but finite thickness (e.g., 1 cm ) of ideal Bose particles would exhibit ordinary Bose-Einstein condensation (BC) whose transition temperature gradually reduces with the thickness of the film (as suggested by experiments on thin liquid ${ }^{4} \mathrm{He}$ films and by earlier theoretical work by Osborne ${ }^{6}$ ). But he arrived at quite a different and rather paradoxical conclusion: The condensation temperature of a Bose-Einstein gas of finite thickness, however large, tends to zero as $1 / \ln N$, where $N$, the number of particles, tends to infinity together with the other two dimensions (while the density is kept constant). Thus a film of finite thickness always behaves as if it were two-dimensional. As for the two-dimensional case, Osborne ${ }^{6}$ had previously observed that, although it does not show a Bose condensation, it undergoes a rapid "accumulation" into the ground state at a more or less welldefined "accumulation temperature" $T_{a}$. As Goble and Trainor (in particular) have shown in great detail, ${ }^{3}$ a similar $T_{a}$ exists in the case of three finite dimensions, although there are at least five different ways of defining $T_{a}$, each giving slightly different results. In both cases (the two- and the three-dimensional) $T_{a} \rightarrow 0$ as two dimensions are made large, although in the three-dimensional case $T_{a}$ tends to the ordinary BC temperature $T_{\lambda}$ if the third dimension is increased together with the other two.

To escape this paradoxical situation (according to which a finite bulk helium sample should, if the ideal Bose-Einstein gas is to have any value at all as a model, exhibit a $\lambda$ temperature which depends on the size and shape of the bulk, however large its dimensions) and at the same time retain the relevance of the ideal gas as a model, Ziman suggested that one should consider a three-dimensional Bose-Einstein gas (finite or infinite) as made up of small, cubic "cells," each of side length $L_{0}=\sim 7 \cdot 10^{-6} \mathrm{~cm}$, which are assumed to be uncorrelated to each other. Therefore any finite system would exhibit the (nonzero) accumulation temperature belonging to its individual cells, with a value independent of the size of the system. While a system of thickness larger than $L_{0}$ exhibits about the same degree of agreement between its $T_{a}$ and the $\lambda$ point of a real liquid He of corresponding density as the three-infinite-dimensional ideal Bose gas, the size of the cells is so chosen that systems of

[^149]width $D<L_{0}$ will show (according to Zimans' calculations) a suitably decreasing $T_{a}$. By fitting the single parameter $L_{0}$, Ziman obtains a very good agreement with experiment over the calculated $D$ range of $4-10$ atomic layers. This agreement has recently been checked by Goble and Trainor ${ }^{3}$ by means of detailed computer calculations for various definitions of $T_{a}$. We refer the reader to their paper for additional literature on the subject, all of which was concerned with essentially the same type of ques-tions-namely, that of checking Ziman's results against experiment; the question of various alternative definitions of $T_{a}$ and the question of boundary conditions in the $D$ direction (which are found ${ }^{3}$ to have negligible effects on the results). As far as we know, the basic assumptions (e.g., approximation procedures) of Ziman's calculation have not been challenged since the appearance of his article thirteen years ago.

Since Ziman's procedure seems questionable in several points, and also since we wish to arrive at some more general expressions [see Eqs. (2.13) and (3.3) below] which will lead to the suggestion of the concepts of FGBC and of AODLRO, we shall, after a short review of Ziman's procedure, present two alternative derivations of his results. Then we proceed to interpret these derivations.

We consider $N$ noninteracting Bose-Einstein particles confined to a box of dimensions $L \times L \times D$. The thermodynamics limit will be defined by $L, N \rightarrow$ $\infty$, so that $\rho=N / L^{2} D$ remains finite and constant. The energy levels are given by

$$
\begin{align*}
E_{l, m, n} & =\frac{\pi^{2} \hbar^{2}}{2 M}\left(\frac{l^{2}+m^{2}}{L^{2}}+\frac{n^{2}}{D^{2}}\right) \\
& =\left[\alpha\left(l^{2}+m^{2}\right)+\beta n^{2}\right] \kappa T \tag{2.1}
\end{align*}
$$

where we are using Ziman's notation. ${ }^{2}$ In equilibrium at temperature $T$ the average occupation of the level $l, m, n$ is

$$
\begin{equation*}
N_{l m n}=\left\{\exp \left[\alpha\left(l^{2}+m^{2}\right)+\beta n^{2}-\mu / \kappa T\right]-1\right\}^{-1} \tag{2.2}
\end{equation*}
$$

$\mu$ is the chemical potential, which must fulfill the condition that $E_{111}-\mu \geq 0$ in order to give $N_{l m n} \geq 0$ for all $l, m, n$, i.e.,

$$
\begin{equation*}
\epsilon \equiv 2 \alpha+\beta-\mu / \kappa T \geq 0 \tag{2.3}
\end{equation*}
$$

From (2.2), the total number of particles can be written

$$
\begin{align*}
N & =\rho L^{2} D=\sum_{l, m, n=1}^{\infty} \sum_{j=1}^{\infty} \exp \left[j\left(\mu-E_{l m n}\right) / \kappa T\right] \\
& =\sum_{j=1}^{\infty} e^{j \epsilon}\left[\sum_{l=1}^{\infty} e^{-j l^{8} \alpha}\right]^{2} \sum_{n=1}^{\infty} e^{-j n^{2} \beta} \tag{2.4}
\end{align*}
$$

In order to approximate the sums appearing in (2.4), Ziman applies Jacobi's transformation ${ }^{7}$ :

$$
\begin{align*}
f(x) & =\sum_{n=1}^{\infty} \exp \left(-x s^{2}\right) \\
& =\frac{1}{2}\left(\frac{\pi}{x}\right)^{\frac{1}{2}}\left[1+2 \sum_{n=1}^{\infty} \exp \left(-\pi^{2} s^{2} / x\right)\right]-\frac{1}{2} . \tag{2.5}
\end{align*}
$$

If $x \leq \pi / 2$, the error of approximating the righthand side by $\frac{1}{2}(\pi / x)^{\frac{1}{2}}-\frac{1}{2}$ is at most one part in 500 ; if $x>\pi / 2$, the error of approximating the left-hand side by its first term, $\exp (-x)$, is, again, one part in a few hundred. At $x \simeq 1.68$ the two approximations agree exactly, deviating from (2.5) by the same order of magnitude (one part in several hundred).

Ziman therefore divides the summation over $j$ into three regions (using $D<L$, i.e., $\beta>\alpha$ ):
(a) $1 \leq j \leq \pi / 2 \beta$;
(b) $\pi / 2 \beta<j \leq \pi / 2 \alpha$;
(c) $\pi / 2 \alpha<j$.

Taking $x=j \beta$ in (2.5), $\sum_{n} \exp \left(-j n^{2} \beta\right)$ can be approximated by $\frac{1}{2}(\pi / j \beta)^{\frac{1}{2}}-\frac{1}{2}$ in region (a) (where $x \leq \pi / 2$ ), and by $\exp (-j \beta)$ in regions (b) and (c) (where $x>\pi / 2$ ). Taking $x=j \alpha$ in (2.5),

$$
\sum_{l} \exp \left(-j l^{2} \alpha\right)
$$

can be approximated by $\frac{1}{2}(\pi / j \alpha)^{\frac{1}{2}}-\frac{1}{2}$ in regions (a) and (b) (where $x \leq \pi / 2$ ) and by $\exp (-j \alpha)$ in region (c), giving

$$
\begin{align*}
N= & \frac{1}{8} \sum_{j=1}^{\pi / 2 \beta} e^{\mu j / \kappa T}\left[\left(\frac{\pi}{j \alpha}\right)^{\frac{1}{2}}-1\right]^{2}\left[\left(\frac{\pi}{j \beta}\right)^{\frac{1}{2}}-1\right] \\
& +\frac{1}{4} \sum_{j=\pi / 2 \beta+1}^{\pi / 2 \alpha} e^{j((\mu / \kappa T)-\beta]}\left[\left(\frac{\pi}{j \alpha}\right)^{\frac{1}{2}}-1\right]^{2} \\
& +\sum_{j=\pi / 2 \alpha+1}^{\infty} \exp j\left(\frac{\mu}{\kappa T}-2 \alpha-\beta\right) . \tag{2.6}
\end{align*}
$$

Here $\pi / 2 \beta$ and $\pi / 2 \alpha$ in the summation limits stand for $\lceil\pi / 2 \beta\rceil$ and $\lceil\pi / 2 \alpha\rceil$, where $\lceil x\rceil$ means the integer nearest to $x$. The last sum in (2.6) can be summed as a geometrical series; this gives

$$
\begin{equation*}
\exp \left(-\left\lceil\frac{\pi}{2 \alpha}+1\right\rceil \epsilon\right)\left(1-e^{-\epsilon}\right)^{-1} \tag{2.7}
\end{equation*}
$$

which has a singularity when $\epsilon \rightarrow 0$. (2.6) is to be taken as an implicit definition of $\mu$. Ziman now argues essentially in the following way.

When $N$ is increased (at given $L, D$, and $T$ ), $\mu$ increases so that $\epsilon$ approaches $0+$. However, the first two sums cannot exceed the value $N_{0}$ which they assume at $\epsilon=0$. This value is practically attained

[^150]when $\epsilon$ reaches a value (very near to 0 ) for which the third sum is of the order of $N_{0}$. Any further increase in $N$ is accompanied by practically no change in both $\epsilon$ and in the first two terms; but there is an increase in the third term. This presents an "accumulation" process into the lowest level, which is reached when the density $N / L^{2} D$ is increased (at fixed $T, L^{2} D$ ) to a point where $\mu$ remains practically constant. Since $N$ is always finite, one cannot expect true discontinuities (e.g., in the gradient of $\mu$ ); but, at best, there are steep changes.
Ziman then defines the transition point $T_{a}$ by (a) omitting the third term in (2.6), (b) setting $\epsilon$ equal to 0 and (c) equating the remainder to $N_{0}$; or, after multiplication by $8 \alpha \beta^{\frac{1}{2}} / \pi^{\frac{3}{2}}$,
\[

$$
\begin{align*}
\frac{8 \rho}{\left(\pi \kappa T_{a}\right)^{\frac{3}{2}}}= & \frac{8 N_{0} \alpha \beta^{\frac{1}{2}}}{\pi^{\frac{3}{2}}} \\
= & \sum_{j=1}^{\pi / 2 \beta} e^{j(2 \alpha+\beta)}\left[\left(\frac{1}{j}\right)^{\frac{1}{2}}-\left(\frac{\alpha}{\pi}\right)^{\frac{1}{2}}\right]^{2}\left[\left(\frac{1}{j}\right)^{\frac{1}{2}}-\left(\frac{\beta}{\pi}\right)^{\frac{1}{2}}\right] \\
& +2\left(\frac{\beta}{\pi}\right)^{\frac{1}{2}} \sum_{i=\pi / 2 \beta+1}^{\pi / 2 \alpha} e^{2 j \alpha \alpha}\left[\left(\frac{1}{j}\right)^{\frac{1}{2}}-\left(\frac{\alpha}{\pi}\right)^{\frac{1}{2}}\right]^{2} . \tag{2.8}
\end{align*}
$$
\]

The right-hand side is then expanded as functions of $\alpha$ and $\beta$, which are taken to be small. The result can be written in terms of $T_{\lambda}$, the "lambda point" of a three-infinite-dimensional BE system of the same density:

$$
\begin{array}{r}
\left(\frac{T_{\lambda}}{T_{a}}\right)^{\frac{3}{2}}=1-\frac{1}{D}\left(\frac{T_{\lambda}}{T_{a}}\right)^{\frac{1}{2}}\left(0.15-0.504 \ln \frac{T_{\lambda}}{T_{a}}+1.512 \ln D\right. \\
-1.008 \ln L)-\frac{1.008}{L}\left(\frac{T_{\lambda}}{T_{a}}\right)^{\frac{1}{2}} \ln D . \tag{2.9}
\end{array}
$$

If now $L \rightarrow \infty$ while $D, \rho$ remain constant, one obtains from (2.9)

$$
\begin{equation*}
T_{a} \sim \frac{1}{\ln L} . \tag{2.10}
\end{equation*}
$$

This means that, in the thermodynamic limit (in which $T_{a}$ goes over into a true condensation temperature), one obtains $T_{c}=0$, no matter how large $D$ may be.
The first question arising about this procedure is the "Ansatz" (2.8). First, while it is true that the third term of (2.6) arises solely from the terms $l=m=n=1$ in (2.4), i.e., from the lowest energy level, it is by no means true that the third term of (2.6) exhausts all contributions from the lowest level-at least not as long as $\alpha \neq 0$. As a matter of fact, quite a large contribution from the lowest level is contained in the first two terms of (2.6) before the thermodynamic limit is taken, as can be seen by inspection. Thus the
prescription (2.6) is not equivalent to the usual prescription ${ }^{8}$ to obtain the $\lambda$ point, where first the contributions of the lowest level are dropped (actually one drops an arbitrary, but finite, number of lowest levels ${ }^{8}$ ) and then setting the chemical potential equal to the lowest energy level. [It is obviously crucial first to carry out the thermodynamic limit $L^{2} D \rightarrow \infty$ $(\alpha \rightarrow 0)$ and then the limit $\mu \rightarrow E_{111}$ as one sees, e.g., from (2.4); otherwise one would get

$$
N=\sum_{j=1}^{\infty} \sum_{l^{2}+m^{2}+n^{2}>1} \exp \left[-j\left(l^{2}+m^{2}\right)-j n^{2} \beta\right]+\sum_{j=1}^{\infty} 1,
$$

from which $N \rightarrow \infty$ will never recover the result obtained by taking the limits in the reverse order.]

Thus we have to make sure that Ziman's prescription is indeed equivalent to the way which first takes $L \rightarrow \infty$ (i.e., $\alpha \rightarrow 0$ ) and then sets $\epsilon \rightarrow 0$ in the result. Moreover, we have to make sure that setting $\epsilon=0$ in the expressions which contains it (which stand after $\sum_{i}$ and $\sum_{s}$ signs) is the right way of taking $\lim _{\epsilon \rightarrow 0} N \alpha \beta^{\frac{1}{2}}$; i.e., we have to make sure that $\lim _{\epsilon \rightarrow 0}$ commutes with $\sum_{j}$ and $\sum_{s}$ [as the above example has shown, $\lim _{\epsilon \rightarrow 0}$ certainly does not commute, for example, with $\sum_{l, m, n}$ in (2.4)].

Secondly, it is true that, as $\epsilon \rightarrow 0$, the first two terms will continue to accommodate (beyond a certain point) only a negligible part of the particles which are being added to the system. However, this result holds in the process of increasing $N$ at constant volume and temperature (i.e., while increasing $\rho$ ), and it is by no means clear a priori that we may conclude from this that, in another process, namely that of changing $N$ and the volume at constant $\rho$, the contribution to the first two terms is negligible beyond a certain term. In view of the paradoxial character of Ziman's result and the delicacy of the mathematical process, it seems worthwhile to check these questions closely; it also seems desirable to modify the method in such a way that the assumption that $\beta$ is small, which is made by Ziman in order to arrive at Eq. (2.9), is no longer necessary. (The epsilontics of the order of limits requires some tricks and will be described in Appendix A.) Here we start again from Eq. (2.4) and introduce into it the full transformation (2.5), this time for $\sum_{l, m}$ only, without making any approximation. Equation (2.4) thus goes over into the exact equation

$$
\begin{align*}
N \alpha \beta^{\frac{1}{2}}= & \frac{1}{2}(\pi \beta)^{\frac{1}{2}} \sum_{j=1}^{\infty} e^{j(2 \alpha+\beta-\epsilon)} \\
& \times\left[j^{-2}\left(1+2 \sum_{s=1}^{\infty} e^{-\pi^{2} s^{2} / j \alpha}\right)-(\alpha)^{\frac{1}{2}}\right]^{2} \sum_{n} e^{-j \beta n^{2}} . \tag{2.11}
\end{align*}
$$

[^151]We next take the thermodynamic limit $L \rightarrow \infty$, i.e., $\alpha \rightarrow 0$, of (2.11). In Appendix A we show that this can be done simply by replacing $\alpha$ with 0 whereever it occurs; i.e., the operation $\lim _{\alpha \rightarrow 0}$ can be interchanged with the summations in (11) (which is by no means obvious). This gives

$$
\begin{equation*}
\lim _{\substack{N \rightarrow \infty \\(\alpha \rightarrow 0)}} N \alpha \beta^{\frac{1}{2}}=\frac{1}{2}(\pi \beta)^{\frac{1}{2}} \sum_{j=1}^{\infty} \frac{e^{j(\beta-\epsilon)}}{j} \sum_{n=1}^{\infty} e^{-j n^{2} \beta} . \tag{2.12}
\end{equation*}
$$

Using the same type of epsilontics which led to the previous interchange of limits, one can show that the sums over $j$ and $n$ in (2.12) are interchangeable, as long as $\epsilon \neq 0$. If we use $\int$ to denote the indefinite integral [keeping (2.2) in mind] this gives

$$
\begin{aligned}
\lim _{\substack{N \rightarrow \infty \\
\alpha \rightarrow 0}} N \alpha \beta^{\frac{1}{2}} & =\frac{1}{2}(\pi \beta)^{\frac{1}{2}} \sum_{n=1}^{\infty}\left[-\int d \epsilon \sum_{j=1}^{\infty} \exp \left(\mu^{\prime}-n^{2} \beta\right)\right] \\
& =\frac{1}{2}(\pi \beta)^{\frac{1}{2}} \int_{\mu_{0}^{\prime}}^{\mu^{\prime}} d \mu \sum_{n=1}^{\infty}\left[\exp \left(n^{2} \beta-\mu\right)-1\right]^{-1} \\
& =-\frac{1}{2}(\pi \beta)^{\frac{1}{2}} \sum_{n=1}^{\infty} \ln \frac{e^{n^{2} \beta}-e^{\mu^{\prime}}}{e^{n^{2} \beta}-e^{\mu_{0}}} . \quad\left(\mu^{\prime} \equiv \frac{\mu}{\kappa T}\right) .
\end{aligned}
$$

Comparison with (2.12) shows that the integration constant $\mu_{0}^{\prime}$ has to be chosen equal to $-\infty$, which gives

$$
\begin{align*}
\lim _{\substack{N \rightarrow \infty \\
\alpha \rightarrow 0}} N \alpha \beta^{\frac{1}{2}} & =\frac{1}{2}(\pi \beta)^{\frac{1}{2}} \sum_{n=1}^{\infty} \ln \frac{1}{1-e^{\mu^{\prime}-n^{2} \beta}} \\
& =\frac{1}{2}(\pi \beta)^{\frac{1}{2}}\left[\ln \frac{1}{1-e^{\mu^{\prime}-\beta}}+\sum_{n=2}^{\infty} \ln \frac{1}{1-e^{\mu^{\prime}-n^{2} \beta}}\right] \tag{2.13}
\end{align*}
$$

Here we have split off the first term which becomes singular when $\epsilon \rightarrow 0$ (i.e., $\mu \rightarrow 2 \alpha+\beta=\beta$ ), i.e., that term which gives a finite fraction of particles condensing into the $n=1$ state. It is to be noted, though, that this is a state with $n=1$ and $l, m=$ arbitrary, whereas the behavior of $\mu$ (or $\epsilon$ ), which gives the singularity of the first term of (2.13), is determined by its implicit equation

$$
\begin{equation*}
\frac{N}{\Omega}=\frac{1}{\Omega} \frac{1}{e^{E_{111}-\mu}-1}+\frac{1}{\Omega} \sum_{l^{2}+m^{2}+n^{2}>1} N_{l m n} \tag{2.14}
\end{equation*}
$$

in which the first term ( $l=m=n=1$ ) is dropped first by the customary procedure of passing to the thermodynamic limit before allowing $\mu \rightarrow E_{111}$. This is because the behavior of $\mu$ is dictated by the fact that we wish to determine the ordinary Bose condensation temperature $T_{c}$. Thus the first term of (2.13), which already contains a sum over all possible values of $l$ and $m$, is quite different in meaning from the first term of (2.14). As we shall see, it reflects the existence of a certain type of GBC and ODLRO.

To show that (2.13) implies Ziman's result $T_{o}=0$ or, more specifically,

$$
\begin{equation*}
T_{\mathrm{c}}=\lim _{N \rightarrow \infty} \frac{\gamma}{\ln N} \tag{2.15}
\end{equation*}
$$

where $\gamma$ is a constant, we use the fact that

$$
\mu^{\prime}-\beta=\mu^{\prime}-\lim _{\alpha \rightarrow 0} \frac{E_{111}}{\kappa T}=\lim _{N \rightarrow \infty} O\left(\frac{1}{N}\right),
$$

the proof of which we postpone. (See the corresponding stage of the alternative procedure given in the next section.)
Thus we find from (2.13) that the right-hand side of

$$
\begin{aligned}
\frac{1}{T_{c}^{\frac{3}{2}}} \frac{1}{L^{2} D} \sum_{\substack{n, m \text { arbitrary } \\
n=1}} N_{l m n} & =\frac{1}{2}(\pi \beta)^{\frac{1}{2}} \ln \frac{1}{1-e^{\mu^{\prime}-\beta}} \\
& =\lim _{N \rightarrow \infty} O\left(\frac{\ln N}{\left(\kappa T_{c}\right)^{\frac{1}{2}}}\right)
\end{aligned}
$$

diverges as $\ln N$, whereas the factor

$$
\sum_{n=1}^{\infty} N_{l m n} / L^{2} D \leq \rho<\infty
$$

is finite. Therefore $T_{0}$ must be zero, to the order $\sim 1 / \ln N$.

## 3. SECOND ALTERNATIVE TO ZIMAN'S CALCULATION; FGBC AND AODLRO IN

## THIN BOSE FILMS

We now present an alternative way of obtaining (2.13) and the result $T_{c}=0$, a way which has the advantage of compactness and of using a type of calculation which is more familiar. We start out from the fact that for an ideal Bose-Einstein gas of two infinite dimensions $\left(L^{2} \rightarrow \infty\right)$ in the $x$ and $y$ directions and one finite dimension ( $D<\infty$ ) in the $z$ direction, the average occupation number $N\left(k_{x}, k_{y}, n\right)$ of momentae

$$
\mathbf{k}=\left(k_{x}, k_{v}, \frac{2 \pi \hbar}{D} n\right)
$$

where $n=$ integer, $k_{x}, k_{v}=$ real, is given by $N(\mathbf{k})=\left\{\exp \left[\beta n^{2}+\hbar^{2}\left(k_{x}^{2}+k_{\nu}^{2}\right) / 2 m \kappa T-\mu^{\prime}\right]-1\right\}^{-1}$
and the density is given by

$$
\begin{align*}
\rho= & \lim \frac{N_{\text {tot }}}{\Omega}  \tag{3.1}\\
= & \frac{1}{(2 \pi)^{2} D} \\
& \times \sum_{n=1}^{\infty} \mathrm{P} \int \frac{d k_{x} d k_{y}}{\exp \left[\beta n^{2}+\hbar^{2}\left(k_{x}^{2}+k_{y}^{2}\right) / 2 m \kappa T-\mu^{\prime}\right]-1} \\
& +\lim _{\Omega \rightarrow \infty} \frac{1}{\Omega} \frac{1}{e^{\beta-\mu^{\prime}}-1} \tag{3.2}
\end{align*}
$$

where $P$ means principal value and the last term describes a possible contribution from the lowest level
$k_{x}=k_{y}=0, n=1$ below $T_{c}$. The $n$th integral can now be evaluated:

$$
\begin{aligned}
&\left.\mathrm{P} \int \frac{d k_{x} d k_{y}}{\exp \left[\beta n^{2}+\right.}+\hbar^{2}\left(k_{x}^{2}+k_{y}^{2}\right) / 2 m \kappa T-\mu^{\prime}\right]-1 \\
&=\frac{m \kappa T}{\hbar^{2}} \int_{0}^{\infty} \frac{d x}{e^{x+\beta n-\mu^{\prime}}-1}, \\
&=\frac{m \kappa T}{\hbar^{2}} \ln \frac{1}{1-\exp \left[-\epsilon-\left(n^{2}-1\right) \beta\right]}
\end{aligned}
$$

where $\epsilon=\beta-\mu^{\prime}$, i.e.,

$$
\begin{align*}
& \rho= \frac{m \kappa T}{\hbar^{2}}\left[\ln \frac{1}{1-e^{-\epsilon}}\right. \\
&\left.+\sum_{n=2}^{\infty} \ln \frac{1}{1-\exp \left[-\epsilon-\left(n^{2}-1\right) \beta\right]}\right] \\
&=\frac{m K T}{\hbar^{2}}\left[\ln \frac{1}{1-e^{-\epsilon}}+\sum_{n=2}^{\infty}\right] \tag{3.3}
\end{align*}
$$

This is identical with our previous result (2.13). Here we have again separated the term $n=1$ and dropped the last term of (3.2), since the only use to be made of (3.3) was to calculate $T_{c}$, which, as usual, is done by approaching $T_{c}$ from above, i.e., in the range where the condensate is excluded.

We may read off the result $T_{c}=0$ immediately from (3.3), by noting that (3.2) may be taken to describe a countable number of two-dimensional systems of "effective" chemical potentials

$$
\left[-\epsilon-\left(n^{2}-1\right) \beta\right] \kappa T, \quad(n=1,2, \cdots,)
$$

where $\epsilon \rightarrow 0$ when $T=0$ : i.e., the first system has a condensation point at $T=0$, while the others do not have any condensation points. Indeed ${ }^{8}$

$$
\frac{m \kappa T}{\hbar^{2}} \ln \frac{1}{1-\exp \left(\mu^{\prime}-E_{0} / \kappa T\right)}
$$

is the density of a two-dimensional system of free bosons of chemical potential $\mu$ and lowest energy level $E_{0}$.

Alternatively, we may argue that, as long as $T_{c}$ is defined by the provision that for $T<T_{c}$ a finite fraction of the particles condenses into the lowest level (i.e., the last term of 17 is $\neq 0$ ), $\epsilon$ must tend to zero when $T \rightarrow T_{c}$. Thus (3.2) shows that $T_{c}$ cannot be $>0$, since $\ln 1 / 1-e^{-\epsilon}$ and $\sum_{2}$ are both positive (but $\ln 1 / 1-e^{-\epsilon} \approx \ln 1 / \epsilon$ diverges as $T \rightarrow T_{c}$ ), while $\rho$ remains finite. Moreover, as $\sum_{2}$ remains finite, we must have $\epsilon^{-1}=O(N)$ as $\Omega \rightarrow \infty$ and $T_{c}=O(1 / \ln N)$.

The behavior of the term $n=1$ of (3.2) suggests strongly that the subset $\left\{n=1 ; k_{x} k_{y}=\right.$ arbitrary $\}$ of all states plays a role similar to that of the state $k_{x}=k_{y}=k_{z}=0$ in ordinary Bose condensation. Although here this subset is not one out of a continuum, the fact that $\ln 1 / 1-e^{-\epsilon}$ tends to infinity as
$T \rightarrow 0$ while the other terms remain finite suggests that in the limit $T \rightarrow 0$ the system may be considered as "condensing" into that subset in a way which might be called "Further Generalized Bose Condensation" (FGBC), since the subset of states is more general than the one considered by Girardeau in defining GBC.

For the purposes of the present paper, we shall tentatively define FGBC as a condensation into one of a countable set of subsets of states, such that the ratio of occupation of this particular subset to the occupation of any other subset becomes infinite whenever $T$ is below or equal to a certain FGBC temperature $T_{\mathrm{FC}}$, and at the same time the ratio to the occupation numbers of all other subsets combined is at least $O(1)$. In our case, $T_{\mathrm{FC}}=0$; but according to this definition, a FGBC definitely occurs at $T=0$. Systems with $T_{\mathrm{FC}}>0$ require interactive forces and will be reported elsewhere.
A decisive fact in the occurrence of FGBC in our case is the discreteness of the levels belonging to the $z$ direction which result from taking a finite width $D$ and which are physically equivalent to the case of attractive forces which produce bound states with a discrete spectrum. Such attractive forces are assumed by Girardeau ${ }^{8}$ in his example for the occurrence of his type of GBC. Therefore it will not be surprising to find that, while our system undergoes a FGBC into the subset $n=1\left\{k_{x} k_{y}=\right.$ arbitrary $\}$ at $T=0$, the system also undergoes (ordinary) GBC into "infinitesimal vicinity" of the level $k_{x}=k_{y}=0$ and $k_{z}=$ $2 \pi \hbar / D$ at $T=0$. In fact, if $0<k_{0}<4 \pi \hbar / D$, and if we denote $\beta-\mu / \kappa T=\beta-\mu^{\prime}=\epsilon$,

$$
\begin{align*}
\rho_{c}= & \lim _{k_{0} \rightarrow 0} \lim _{N \rightarrow \infty} \frac{1}{\Omega} \sum_{k<k_{0}} n_{k}=\lim _{k \rightarrow 0} \frac{1}{2 \pi^{2} D} \\
& \times \int_{k_{x}{ }^{2}+k_{y}{ }^{2}<k_{0}{ }^{2}} \frac{d k_{x} d k_{y}}{\exp \left[\epsilon+\hbar^{2}\left(k_{x}^{2}+k_{y}^{2}\right) / 2 m \kappa T\right]} \\
= & \lim _{k_{0} \rightarrow 0} \frac{m \kappa T}{(2 \pi)^{2} D \hbar^{2}} \int_{0}^{k_{c}} \frac{d x}{e^{x+\epsilon}-1} \\
= & \lim _{k_{0} \rightarrow 0} \frac{m \kappa T}{4 \pi^{2} D^{2} \hbar^{2}} \ln \frac{1-e^{-k_{0}-\epsilon}}{1-e^{-\epsilon}} \tag{3.4}
\end{align*}
$$

If we perform $\lim _{k_{0} \rightarrow 0}$ before $\epsilon, T \rightarrow 0$, we obtain $\rho_{c}=0$; i.e., there is no GBC at $T \neq 0$. But if we take $\epsilon, T \rightarrow 0$ before taking $\lim _{k_{0} \rightarrow 0}$, then the product $\kappa T \ln \frac{1-e^{-k_{0}-\epsilon}}{1-e^{-\epsilon}}$ gives, according to our previous results, the nonzero number $\rho$ which is independent of $k_{0}$ [while the term $\kappa T \ln \left(1-e^{-k_{0}-\epsilon}\right) \rightarrow 0$ ] and remains so when $k_{0} \rightarrow 0$. In other words, we have GBC at $T=0$.

The question now naturally arises, whether (as in the case of Girardeau's GBC) FGBC will be associated with some kind of ODLRO. If so, it is natural to expect, in the systems discussed here, that this is a type of ODLRO associated with a particular direction in space (the $z$ direction, in our case). Furthermore, it has to be associated with a finite range (since in the thermodynamic limit the system remains contained within a finite width $D$ ).
We are thus suggesting to look into a specific kind of ODLRO-which we might call "anisotropic ODLRO" (AODLRO)-for example, in $\rho_{1}$, (the first reduced density matrix), defined by

$$
\begin{equation*}
\lim _{\left|z-z^{\prime}\right| \rightarrow D} \lim \text { therm }\langle x y z| \rho_{1}\left|x y z^{\prime}\right\rangle=\rho_{z}>0 \tag{3.5}
\end{equation*}
$$

Using periodic boundary conditions,

$$
\langle x y z| \rho_{1}\left|x^{\prime} y^{\prime} z^{\prime}\right\rangle=\frac{1}{\Omega} \sum_{\mathbf{k}} n_{k} e^{i \mathbf{k} \cdot\left(\mathbf{x}-\mathbf{x}^{\prime}\right)} .
$$

In our case this will reduce to

$$
\begin{equation*}
\lim \text { therm }\langle x y z| \rho_{1}\left|x y z^{\prime}\right\rangle=\frac{1}{D} \sum_{n} N_{n} e^{i(2 \pi / D) n\left(z-z^{\prime}\right)}, \tag{3.6}
\end{equation*}
$$

where, by (3.2) and (3.3),

$$
\begin{align*}
& N_{n}=\frac{1}{(2 \pi)^{2}} \\
& \quad \times \int \frac{d k_{x} d k_{y}}{\exp \left[\left(n^{2}-1\right) \beta+\hbar^{2}\left(k_{x}^{2}+k_{y}^{2}\right) / 2 m \kappa T-\epsilon\right]-1} \\
& \quad=\frac{\kappa T}{4 \pi^{2} \hbar^{2}} \ln \frac{1}{1-\exp \left[-\epsilon-\left(n^{2}-1\right) \beta\right]} . \tag{3.7}
\end{align*}
$$

Hence, for $T=0, \epsilon=0$ (the case of FGBC),

$$
\begin{aligned}
\lim _{\left|z-z^{\prime}\right| \rightarrow D} \lim \text { therm } & \langle x y z| \rho_{1}\left|x y z^{\prime}\right\rangle \\
& =\left[\frac{\kappa T}{4 \pi^{2} \hbar^{2} D} \ln \frac{1}{1-e^{-\epsilon}}\right]_{\substack{T=0 \\
\epsilon=0}}=\rho>0,
\end{aligned}
$$

where we have used (3.3) in the last step and the fact that in the limit $T=0, \epsilon=0$, the terms $n \geq 2$ drop out in (3.3). We thus obtain ODLRO in the sense defined above (AODLRO).
This proof is easily generalized for the case of FGBC (at $T_{\mathrm{FC}} \geq 0$ ) to a theorem analogous to Girardeau's theorem ${ }^{8}$ concerning the equivalence of GBC and ODLRO:

Theorem: A system having FGBC will have AODLRO and vice versa (under certain mild conditions on the functions $n_{k}$ involved).

The proof follows the same lines as the above calculation and Girardeau's proof; the $n \geq 2$ terms again drop out because of their vanishing ratios to the $n=1$ term, as required in the definition of FGBC.

## APPENDIX. INTERCHANGE OF LIMITS APPEARING IN SEC. 2

In (2.4) we have to calculate

$$
\begin{equation*}
L=\lim _{\alpha \rightarrow 0} \frac{\alpha}{2} \sum_{j} e^{j(\mu-\beta)} \sum_{l, m, n=1}^{\infty} \exp \left\{-j\left(l^{2}+m^{2}\right) \alpha-j n^{2} \beta\right\} \tag{A1}
\end{equation*}
$$

We obviously cannot exchange $\lim _{\alpha \rightarrow 0}$ with $\sum_{l, m}$, ( $\sum_{l, m} \lim _{\alpha \rightarrow 0}$ is indefinite). The crux of the matter is that, by applying (2.5) on the $\sum_{l, m}$, one has, de facto, carried out the limiting process which defines the infinite sum $\sum_{l, m}$. One may then carry out $\lim _{\alpha \rightarrow 0}$ simply by putting $\alpha=0$ wherever $\alpha$ occurs. To see this, it is sufficient to show that the rest term,

$$
R_{s_{0}}=\sum_{s=s_{0}}^{\infty} e^{-\pi s^{2} / j \alpha}
$$

is as small as we please, for given $j$, if either $s_{0}$ is given and is sufficiently small or $\alpha$ is given and $s_{0}$ is sufficiently large. Clearly,

$$
R_{s_{0}}<\sum_{r=0}^{\infty} e^{-\pi\left(s_{0}^{2}+r\right) / j \alpha}=\frac{e^{-\pi s_{0}{ }^{2} / j \alpha}}{1-e^{-\pi / j \alpha}}
$$

which is as small as we please under these conditions; on the other hand, the rest term

$$
R_{l_{0}}=\sum_{l=l_{0}}^{\infty} e^{-j l^{2} \alpha}
$$

is, for any given $l_{0}$, as large as we please, provided that $\alpha$ is taken small enough.

To see this, we can write

$$
\begin{align*}
R_{l_{0}} & >\sum_{r=1}^{k} \exp \left\{-j\left[l_{0}^{2}+r\left(2 l_{0} k+1\right)\right] \alpha\right. \\
& =e^{-j_{0} l^{2}} \frac{1-\exp \left[-j(k+1)\left(2 l_{0}+2 k-1\right) \alpha\right]}{1-\exp \left[-j\left(2 l_{0}+2 k-1\right) \alpha\right]} \tag{A2}
\end{align*}
$$

Here we have replaced the first $k$ term of $R_{l_{0}}$ by $k$ smaller terms, making a geometric series in which the difference $2 l_{0} k+1$ of two consecutive powers is equal to the largest difference of the powers of any two
consecutive terms of

$$
R_{l_{0}}^{k}=\sum_{l=l_{0}}^{l_{0}+k} e^{-j l^{2} \alpha}
$$

$k$ is chosen so large that the terms $r>k$ contribute much less than the difference of the right-hand side from $R_{l_{0}}$ above. This can always be done, as is easily seen. Now, for each given $M$ one can find an $\alpha$ and a $k$ such that the right-hand side of (A2) will be larger than $M$. One first chooses $k$, such that $k+1>M$, and then $\alpha$, such that for this $k$ the exponen ts on the right-hand side of (A2) can be replaced by the terms (linear in $\alpha$ ) of their Taylor expansions in $\alpha$ (with error amounting to less than 1), from which the result follows.

What we have shown is that in

$$
\begin{align*}
& \lim _{\alpha \rightarrow 0} \sum_{j} e^{j(\mu-\beta)} \\
& \quad \times\left\{j^{-\frac{1}{2}}\left[1+2 \sum_{s=1}^{\infty} e^{-\pi s^{2} / j \alpha}\right]-(\alpha)^{\frac{1}{2}}\right\}^{2} \sum_{n} e^{-j \beta n^{2}} \tag{A3}
\end{align*}
$$

[which is the result of applying (2.5) to (A1)], one may cut the sum over $s$ at $s_{0}$, with an error $\epsilon$ which can be made as small as we please for any given $\alpha$ (by choosing $s_{0}$ large enough) and which will not grow if $\alpha$ is chosen smaller:

$$
\begin{aligned}
L=\lim _{\alpha \rightarrow 0} & \sum_{j} e^{j(\mu-\beta)} \\
& \times\left\{j^{-\frac{1}{2}}\left[1+\frac{\epsilon}{2}+\sum_{j=1}^{s_{0}} e^{-\pi s^{2} / j \alpha}\right]-(\alpha)^{\frac{1}{2}}\right\}^{2} \sum_{n} e^{-j \beta n}
\end{aligned}
$$

where $s_{0}=s_{0}(\epsilon, \alpha, j)$. We now may interchange $\lim _{\alpha \rightarrow 0}$ with $\sum_{s=1}^{s_{0}}$. But in order to do that we first have to interchange $\lim _{\alpha \rightarrow 0}$ with the $\sum_{j}$. To show that this is permissible it is sufficient to show that $\sum_{j}$ converges uniformly in $\alpha$. But if $\sum_{j}$ converges for any $\alpha$, it will clearly converge even better for a smaller $\alpha$, as one sees by inspection; i.e., it will converge uniformly for all smaller $\alpha$. In fact, $\sum_{j}$ converges for any $\alpha \neq 0$.
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